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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this legal
disclaimer before you read or use this document. If you have read or used this document, it shall be deemed
as your total acceptance of this legal disclaimer.

1.

You shall download and obt ain this document from the Alibaba Cloud website or other Alibaba Cloud-
aut horized channels, and use this document for your own legal business activities only. The content of
this document is considered confidential information of Alibaba Cloud. You shall strictly abide by the
confidentiality obligations. No part of this document shall be disclosed or provided to any third party for
use wit hout the prior written consent of Alibaba Cloud.

. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminated by

any organization, company or individual in any form or by any means without the prior written consent of
Alibaba Cloud.

. The content of this document may be changed because of product version upgrade, adjustment, or

other reasons. Alibaba Cloud reserves the right to modify the content of this document without notice
and an updated version of this document will be released through Alibaba Cloud-aut horized channels
from time to time. You should pay attention to the version changes of this document as they occur and
download and obt ain the most up-to-date version of this document from Alibaba Cloud-aut horized
channels.

. This document serves only as a reference guide for your use of Alibaba Cloud products and services.

Alibaba Cloud provides this document based onthe "status quo", "being defective", and "existing
functions" of its products and services. Alibaba Cloud makes every effort to provide relevant operational
guidance based on existing technologies. However, Alibaba Cloud hereby makes a clear statement that
it in no way guarantees the accuracy, integrity, applicability, and reliability of the content of this
document, either explicitly or implicitly. Alibaba Cloud shall not take legal responsibility for any errors or
lost profits incurred by any organization, company, or individual arising from download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, take responsibility for any indirect,
consequential, punitive, contingent, special, or punitive damages, including lost profits arising from t he
use or trust inthis document (evenif Alibaba Cloud has been notified of the possibility of such a loss).

. By law, allthe contents in Alibaba Cloud documents, including but not limited to pictures, architecture

design, page layout, and text description, are intellectual property of Alibaba Cloud and/or its
affiliates. This intellect ual property includes, but is not limited to, trademark rights, patent rights,
copyrights, and trade secrets. No part of this document shall be used, modified, reproduced, publicly
transmitted, changed, disseminated, distributed, or published wit hout the prior written consent of
Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud shall not be used, published, or
reproduced for marketing, advertising, promotion, or ot her purposes wit hout the prior written consent of
Alibaba Cloud. The names owned by Alibaba Cloud include, but are not limited to, "Alibaba Cloud",
"Aliyun", "HiChina", and other brands of Alibaba Cloud and/or its affiliates, which appear separately or in
combination, as well as the auxiliary signs and patterns of the preceding brands, or anyt hing similar to
the company names, trade names, trademarks, product or service names, domain names, patterns,
logos, marks, signs, or special descriptions that third parties identify as Alibaba Cloud and/or its
affiliates.

. Please directly contact Alibaba Cloud for any errors of this document.
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Document conventions

Style

/\ Danger

warning

) Notice

@ Note

Bold

Courier font

Italic

(1 or [alb]

{} or {a|b}

Description

A danger notice indicates a situation that
will cause major system changes, faults,
physical injuries, and other adverse
results.

A warning notice indicates a situation
that may cause major system changes,
faults, physical injuries, and other adverse
results.

A caution notice indicates warning
information, supplementary instructions,
and other content that the user must
understand.

A note indicates supplemental
instructions, best practices, tips, and
other content.

Closing angle brackets are used to
indicate a multi-level menu cascade.

Bold formatting is used for buttons ,
menus, page names, and other Ul
elements.

Courier font is used for commands

ltalic formatting is used for parameters
and variables.

This format is used for an optional value,
where only one item can be selected.

This format is used for a required value,
where only one item can be selected.

Example

& Danger:

Resetting will result in the loss of user
configuration data.

warning:

Restarting will cause business
interruption. About 10 minutes are
required to restart an instance.

p Notice:

If the weight is set to 0, the server no
longer receives new requests.

@ Note:

You can use Ctrl + A to select all files.

Click Settings> Network> Set network
type.

Click OK.

Runthe cd /d C:/window command to
enter the Windows system folder.

bae log list --instanceid

Instance_ID

ipconfig [-all|-t]

switch {active|stand}
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1.Apsara Uni-manager Operations
Console

1.1. Overview

This topic describes the management system of the Apsara Uni-manager Operations service.

In accordance with the Information Technology Infrastructure Library (ITIL) and IT Service Management
(ITSM) standards, the operations processes and requirements must be abstract, and automation is
implemented by using intelligent operations tools. For customized operations, interfaces and multi-
level approval must be used to reduce risks.

Alibaba Cloud Apsara Stack adopts the ISO 20000 standard and references the methods requlated by
the Information Technology Service Standards (ITSS) and ITIL framewaorks to build the management
framework of the Apsara Uni-manager Operations service. The following figure shows the management
framework of the Apsara Uni-manager Operations system.

Apsara Uni-manager Operations System

Unified O&M system of Apsara Stack - ASO

API Gateway (RESTful)
Product ( :
N nventory & resource Securif Task and log \
Alert configuration management rnnnn ment Key data backup management System .
. o management managamem (Clou
Graphical R Bad:uP anfd Account/AccessKey
menitering Configuration SR (SSES management
modification management system
. Configuration Repart export management
et st \ (auditing scenario} / Role/permission
glerd management
Cloud product O&M management \\
Report Virtual storage management (OTS Storage Version
export ‘Computing resource management (ECS Operations and Maintenance System) Virtual network management
Operations and Maintenance Platform) (Apsara Netwark Intelligence) management
\_ { Management of other products J /
\ Single sign-on
- “ - (S50) and system
f Network management Vol Physical resource integration
| i mahagement
l  network Network Integration Network alert Topalogy Regional Physical server
1 inspection of keased line monitoring display
management management
Network B Metwork cluster Traffic
change =i — i | Graphical topology display
9 ) lnfrastructure O&M \_ Y.

The Apsara Uni-manager Operations Console is a unified and intelligent O&M platform. In the Apsara
Uni-manager Operations system, cloud operations is classified into the following layers: infrastructure,
cloud service, and business operations. The management framework of the Apsara Uni-manager
Operations service provides the full lif ecycle management methods, management standards,
management modes, management supporting tools, management objects, and process-based
management methods of IT operations services.

The Apsara Uni-manager Operations Console provides a centralized operations portal that allows you
to have a consistent operations experience. The Apsara Uni-manager Operations Console supports
interconnections with third-party platforms and provides centralized APl operations capabilities to
deliver data to third-party systems by using APIs.
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The Apsara Uni-manager Operations Console performs centralized operations management, such as
automated deployments, upgrades, changes, and configurations, on physical devices, operating
systems, computing resources, network, storage, databases, middleware, and business applications in
the cloud computing environment. The Apsara Uni-manager Operations Console also provides the
features of alert monitoring and automatic analysis, diagnosis, and troubleshooting for faults,
performance, and configurations. By analyzing, processing, and evaluating the running status and
quality of cloud platforms, the Apsara Uni-manager Operations Console guarantees the continuous and
stable running of cloud computing business applications and provides services and support for
operations processes to build an improved operations service management platform.

Based on ITIL and ISO 20000, the management framework of the Apsara Uni-manager Operations
system uses management supporting tools to adapt to various management modes in a process-
oriented, normalized, and standardized manner. This has implemented the systematic management of
the overall process of operations services.

Based on the operations experience and data accumulated and collected fromthree layers, Alibaba
Cloud Apsara Stack aggregates data collected by the operations platformto the Configuration
Management Database (CMDB) of the platform. The Apsara Uni-manager Operations Console
consolidates, analyzes, and comprehensively processes the data and integrates rich practical
experience and operations capabilities to the platform operations tools. The Apsara Uni-manager
Operations Console is designed to be desired state-oriented and uses unified operations tools for the
fault discovery and tracking, link display, ITIL process, and self -repaired faults of the platformto realize
the ultimate goal of artificial intelligence for IT operations (AlOps).

In addition to tools, process assurance and personnel management are essential to ensure the integrity
of operations. Apsara Stack provides on-site development supporting services for major problems, on-
site services, expert escort services, business consulting services, and business optimization services.
Apsara Stack provides the first-line, second-line, and third-line supporting systems to support platform
problems of customers and provides upgrade channels to support urgent problems of customers. As an
autonomous and controllable platform, the Apsara Uni-manager Operations Console ensures that
technical problems can be effectively solved in a timely manner.

The Apsara Uni-manager Operations system defines various entities involved in operations activities and
relationships between these entities. Relevant entities are well organized and coordinated based on
the Apsara Uni-manager Operations service management system and can provide different levels of
operations services based on the service agreements.

1.2. Get started

1.2.1. Prepare an operations account

Before you perform O&M operations in the Apsara Uni-manager Operations Console, make sure that you
have obtained an operations account that have corresponding permissions from an administrator.

Performthe following steps to create an operations account and grant permissions to the account:
1. Log onto the Apsara Uni-manager Operations Console as an administrator.
2. Create arole. For more information, see Manage roles.

3. Create an operations account and assign the created role to the account. For more information,
see User management.
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@ Note Foramore fine-grained division of the operations role, you can create a basic role as
specified in Appendix > OAM, grant permissions to the role, and then grant the role to the
corresponding operations account as an administrator.

1.2.2. Log on to the Apsara Uni-manager

Operations Console

This topic describes how to log on to the Apsara Uni-manager Operations Console.

Prerequisites

e The endpoint of the Apsara Uni-manager Operations Console and the username and password used
to log onto the console are obtained from the deployment personnel or an administrator.

The URL of the Apsara Uni-manager Operations Console is in the following format: region-
id.ops.asconsole.intranet-domain-id.com.

e A browser is available. We recommend that you use Google Chrome.

Procedure

1. Open your browser.
2. Inthe address bar, enter the URL (region-id.ops.asconsole.intranet-domain-id.com). Then, press the
Enter key.

@ Note Youcanselect a language from the drop-down list in the upper-right corner of the
page.

3. Enteryour username and password.

@ Note Obtainthe username and password used to log on to the Apsara Uni-manager
Operations Console fromthe deployment personnel or an administrator.

When you log on to the Apsara Uni-manager Operations Console for the first time, you must
change the password of your username.
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For security reasons, your password must meet the following requirements:
o The password contains uppercase and lowercase letters.

o The password contains digits.

o The password contains special characters such as exclamation points (1), at signs (@), number
signs (#), dollar signs ($), and percent signs (%).

o The password must be 10 to 20 characters in length.

4. ClickLog On.

1.2.3. Apsara Uni-manager Operations Console

homepage

This topic describes the basic operations on and features of the Apsara Uni-manager Operations
Console.

Apsara Uni-manager, self v Expired or exceeded || (7)

3 4 5

opsadmin| Homepage Resources Alerts O&M Analysis  Settings

Username % mEw

Alert Overview Statis -28 Resource Overview

o 0 0 7 35

Normal Regions. Total Racks

The following table describes the sections on the homepage of the console.
NO. Section Description

@ Cloud SW|tch.the cloud from the drop-
down list.
Switch the region from the drop-
(@) Region down list and centrally manage
each region.

Click this section to go to the
Authorization page and then
view the authorization conditions
of services.

® Authorization information
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NO. Section

@ Help center

® Current user

® Top navigation bar

@ Language

Current user information
©)] Operation

Description

View the alert knowledge base
and upload other relevant HT ML
documents.

Show the name of the current
logon user.

Select an O&M operation.

Move the pointer over this
section and select a language.

Move the pointer over this
section and select an item to
view the personal information of
the current user, modify the
password, configure logon
parameters, or log off from the
console.

View information and perform
operations.

1.2.4. Instructions for the homepage

The homepage allows you to view the statistics and summary data of Apsara Stack alerts, physical

devices, and cloud service inventory.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Homepage.

3. View the homepage. The homepage consists of the opsadmin, Alert Overview, Resource

Overview, and Resource Quotas and Usage sections.

Apsara Uni-manager ~  Expiredorexceeded (7) opsadmin

Username & mm

Alert Overview Statistic 27 Resource Overview

Resource Quotas and Usage

Homepage Resources Alerts O8M Analysis Settings
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o Inthe opsadmin section, select a user. The department to which the user belongs is displayed
onthe right.

o Inthe Alert Overview section, view the total number of alerts at the P1, P2, P3, and P4 levels.
o Inthe Resource Overview section, view the total number of racks, servers, and network devices.

o Inthe Resource Quotas and Usage section, view the resource quotas and usage related to
cloud services.

Cloud service-related metrics are displayed in the following dimensions: total quantity, used and
available resources, and usage.

Alibaba Cloud service Statistical metric
CPU (Core)
RDS Disk (GB)
Memory (GB)
0SS Storage Capacity (GB)

1.3. Settings

1.3.1. Default operations roles

This topic describes the default roles for the Apsara Uni-manager Operations Console and their
responsibilities.

For quick reference, the following roles are preset in the Apsara Uni-manager Operations Console:
Operation Administrator Manager (OAM) super administ rator, system administrator, security officer,
security auditor, and multi-cloud configuration administrator. The following table describes these roles
and their responsibilities.

Role Responsibility

- The administrator of OAM, with the root permissions of the system. By
OAM super administrator . . . . .
default, this role is not displayed in the role list.
Manages platform nodes, physical devices, and virtual resources, backs
System administrator up, restores, and migrates product data, as well as searches for and
backs up system logs.

) ) Manages permissions, security policies, and network security, and
Security officer . . A . .
reviews and analyzes security logs and activities of auditor officers.
. . Audits, tracks, and analyzes operations of the system administrator
Security auditor . .
and the security officer.
Multi-cloud configuration Manages multi-cloud operations, and adds, deletes, and modifies
administrator multi-cloud configurations.

23 > Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

1.3.2. Security policies

1.3.2.1. Logon policies

As an administrator, you can configure logon policies to control what times and IP addresses are valid
forlogon.

Context

The system provides a default policy. You can configure logon policies based on your needs to better
control the read and write permissions of users and improve the system security.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.
3. Inthe left-side navigation pane, choose Security > Logon Policy.
4. Onthe Logon Policies page, performthe following operations:
o Query policies

In the upper-left cormner of the page, enter a policy name in the Policy Name search box and
click Search to view the policy information in the list. You can also click Reset to clearthe
previous search conditions.

o Add a policy

Click Add Policy. Inthe Add Policy dialog box, set the policy name, start time, end time, and
prohibited logon IP addresses. Click OK. If you select blacklist for logon settings, the specified IP
addresses are prohibited from logging on to the Apsara Uni-manager Operations Console. If you
select whitelist for logon settings, the specified IP addresses are allowed to log onto the
Apsara Uni-manager Operations Console. For more information about operations on logon
settings, see Modify logon settings.

o Modify a policy
Find the policy that you want to modify and click Modify in the Actions column. In the Modify
Policy dialog box, modify the parameters and click OK.

o Delete a policy

Find the policy that you want to delete and click Delete inthe Actions column. In the message
that appears, click OK.

b Notice A logon policy that is bound to a user cannot be deleted. You must unbind the
policy before you can delete it.

1.3.2.2. Physical server passwords

The Server Password module allows you to configure and manage passwords, as well as query the
historical passwords of all physical servers in the Apsara Stack environment.

Context
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Server password management covers passwords of all the servers in the Apsara Stack environment.

e The system automatically collects information of all the servers in the Apsara Stack environment.
e The server password is periodically updated.

e You can configure the expiration period and length of passwords.

e You can manually update the passwords of one or more servers at a time.

e The systemrecords the history of server password updates.

e You can search for server passwords by product, hostname, or IP address.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.
3. Inthe left-side navigation pane, choose Security > Server Password.

The Manage Passwords tab appears. The Manage Passwords tab shows the passwords of all
servers in the current Apsara Stack environment.

4. Performthe following operations:
o Query servers

On the Manage Passwords tab, select a product or hostname, or enter an IP address, and then
clickSearch. You can also click Reset to clear the previous filter conditions.

o Query a password

a. Onthe Manage Passwaords tab, find the server whose password you want to query.
b. Clickthe g icon inthe Password column. The server password in plaintext is displayed and is

converted into cipher text after 10 seconds. Alternatively, click the g icon to show the
password in cipher text.
o Update a password

a. Onthe Manage Passwords tab, find the server for which you want to update the
password.

b. ClickUpdate Password inthe Actions column.
c. Inthe dialog box that appears, specify Password and Confirm Password and click OK.
The password of the serveris updated.
o Batch update passwords
a. Onthe Manage Passwaords tab, select multiple servers.
b. ClickBatch Update inthe lower part of the tab.
. Inthe dialog box that appears, specify Password and Confirm Password and click OK.
The passwords of the selected servers are updated.
o Configure the password expiration period
a. Onthe Manage Passwords tab, select one or more servers.

b. Click Configure inthe upper part of the tab.
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c. Inthe Configuration Items dialog box, specify Password Expiration Period and Unit and
click OK.

Server passwords are immediately updated and are updated again after the expiration
period.

o Query the update history of server passwords

Clickthe History Password tab. Select a product, hostname, or IP address, and then click Search
to view the update history of server passwords in the search results.

o Query historical passwords of a server
a. Onthe History Password tab, find the server whose hist orical passwords you want to
query.

b. Clickthe EJiconinthe Password column. The server password in plaintext is displayed and is
converted into cipher text after 10 seconds. Alternatively, click the g icon to show the

password in cipher text.
o Query and modify the password configuration policy

a. Clickthe Configuration tab and view the metadata of server password management,
including the initial password, password length, and retry times. T ake note of the following
items:

= Initial Password indicates the password assigned when server password management is
deployed in the Apsara Stack environment. This parameter is required to modify the
password of a server in the Apsara Stack environment.

m Password Length indicates the length of passwords updated by the system.

m Retry Times indicates a limit of how many times a password can fail to be updated
before the system stops trying.

m Status indicates whether the configuration takes effect. By default, the switch is turned

off. To show the status, turn on [

b. ClickSave.

1.3.3. Log clearance

The Log Clearance module allows you to clean up logs from specified log files in the specified
containers (Docker) or physical machines (virtual machines or bare metal machines) in the system.

1.3.3.1. Import container or server log cleanup rules

If you have configured log cleanup rules on your computer, you can batch import multiple cleanup rules
for containers or physical servers.

Context

Before you import a cleanup rule, take note of the following items:

e |mported rules are incrementally added.
e You must checkthe values of Product, Service, ServerRole, SrcPath, Mat chFile, Threshold, and Method

to determine whether a cleanup rule already exists. If all values in the environment are the same as
the values specified in the rule to be imported, the rule already exists. If a rule already exists, it is not
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imported.

e Before you import a rule, you must contact technical support to obtain the encryption sequence.

e Afteryou have imported a rule, special characters such as spaces, carriage retumns, line feeds, and
tabs in the rule are automatically deleted.

e The maximum disk usage range specified by a rule is [0%,100%], and the value before the percent sign
(%) must be an integer. Otherwise, the rule is automatically filtered out when you import it. We
recommend that you set the maximum disk usage to 75%.

e Make sure that the cleanup methods specified by rules are tested and can be normally executed.
Otherwise, exceptions may occur when you use these methods to clean up logs.

e If a container belongs to a service whose service roles are deployed on the PaaS platform, logs of
the container cannot be cleaned up.

Procedure

o v kA wN

. Log onto the Apsara Uni-manager Operations Console.

In the top navigation bar, click Settings.

In the left-side navigation pane, choose Log Clearance > Rules.
Clickthe Containers orServers tab.

ClickImport.

Select the XLS or XLSX files that you want to import and click Open. You can import multiple log
clearance rules.

Afteryou import the rules, corresponding execution plans are asynchronously generated.

1.3.3.2. Export container or physical server log cleanup

rules

You can batch export multiple container or physical server log cleanup rules.

Procedure

1.

u b W N

Log onto the Apsara Uni-manager Operations Console.

. Inthe top navigation bar, click Settings.
. Inthe left-side navigation pane, choose Log Clearance > Rules.
. Clickthe Containers orServers tab.

. Performthe following operations to export the log cleanup rules of containers or physical servers:

o ClickExport to export all cleanup rules.

o Inthe upper part of the page, select a product, service, and service role, and click Search. Inthe
search result, select the cleanup rules that you want to export and click Export.

@ Note By default, the Product, Service, and Service Role parameters onthe tab do
not have options in their drop-down lists. When you specify these parameters for the first
time, you must enter the product, service, and service role in the list and select the
corresponding search result. In subsequent queries, the system shows all available options in
the drop-down list.
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1.3.3.3. Modify a log cleanup rule

You can modify log cleanup rules to suit your business needs.

Procedure

1.

vk wN

8.

Log on to the Apsara Uni-manager Operations Console.

In the top navigation bar, click Settings.

In the left-side navigation pane, choose Log Clearance > Rules.
Clickthe Containers orServers tab.

(Optional)in the upper part of the tab, select the product, service, and service role, and then click
Search to query the cleanup rules that meet the filter conditions.

@ Note By default, the Product, Service, and Service Role parameters on the tab do not
have options in their drop-down lists. When you specify these parameters for the first time, you
must enter the product, service, and service role in the list and select the corresponding search
result. In subsequent queries, the system shows all available options in the drop-down list.

Find the cleanup rule that you want to modify and click Modify in the Actions column.

Inthe panelthat appears, modify the maximum disk utilization and specify whetherto
automatically clean up logs that match the cleanup rule.

@ Note The maximum disk utilization range specified by a rule is [0%,100%], and the value
before the percent sign (%) must be an integer. We recommend that you set the maximum disk

utilizationto 75%.

Click OK.

1.3.3.4. Delete a log cleanup rule

You can delete log cleanup rules that are no longer needed.

Procedure

1.

vk W

Log onto the Apsara Uni-manager Operations Console.

In the top navigation bar, click Settings.

In the left-side navigation pane, choose Log Clearance > Rules.
Click the Containers orServers tab.

(Optional)in the upper part of the tab, select the product, service, and service role, and click
Search to query cleanup rules that meet the filter conditions.

@ Note By default, the Product, Service, and Service role parameters on the tab do not

have options in their drop-down lists. When you specify these parameters for the first time, you
must enter the product, service, and service role in the list and select the corresponding search

result. In subsequent queries, the system shows all available options in the drop-down list.

Find the cleanup rule that you want to delete and click Delete in the Actions column.
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7. Inthe message that appears, click OK.

@ Note When you delete a log cleanup rule, execution plans corresponding to the rule are
not deleted right away. Existing execution plans are cleaned up at 02:00 every day and new
execution plans are generated based on the current cleanup rules.

1.3.3.5. Obtain the usage information of containers or

physical servers

This topic describes how to query the disk usage information of containers or physical servers.

Solution 1
1. Log onto the Apsara Uni-manager Operations Console.
. Inthe top navigation bar, click Settings.
. Inthe left-side navigation pane, choose Log Clearance > Plans.

. Clickthe Containers orServers tab.

u A W N

. Performthe following operations to obtain the disk usage information of a container or physical
server:

o Inthe upper part of the page, select a product, service, and service role, and click Search. In the
search results, find the container or physical server for which you want to query disk usage
information. Click Obtain Watermark in the Actions column to obtain the disk usage
information of the container or physical server.

@ Note By default, the Product, Service, and Service role parameters on the tab do
not have options in their drop-down lists. When you specify these parameters for the first
time, you must enterthe product, service, and service role in the list and select the
corresponding search result. In subsequent queries, the system shows all available options in
the drop-down list.

o Select multiple containers or physical servers and click Obtain Watermarks to obtain the disk
usage information of multiple containers or physical servers.

@ Note The operation used to obtain the usage information is asynchronous. You must
refresh the page to view the results. If the current usage of the diskis higher than the
specified maximum disk usage, the value is displayed in red.

Solution 2

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose Log Clearance > Rules.

4. Clickthe Containers orServers tab.

5. (Optional)in the upper part of the page, select a product, service, and service role, and click
Search.
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6.

@ Note By default, the Product, Service, and Service role parameters on the tab do not

have options in their drop-down lists. When you specify these parameters for the first time, you
must enterthe product, service, and service role in the list and select the corresponding search

result. In subsequent queries, the system shows all available options in the drop-down list.

In the search results, select the cleanup rule of the container or physical server in which you want to
obtain the disk usage information and click Execution Plan in the Actions column. The Execution
Plan page appears.

1.3.3.6. Clean up the logs of containers or physical

servers

You can clean up the logs of containers or physical servers in a timely manner based on disk usage
information of the containers or physical servers.

Solution 1

1.

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose Log Clearance > Plans.

4. Clickthe Containers orServers tab.

5. Performthe following operations to clean up logs of containers or physical servers:

o Inthe upper part of the tab, select a product, service, and service role, and click Search. In the
search results, find the container or physical server for which you want to clean up logs and click
Clearinthe Actions column.

@ Note By default, the Product, Service, and Service role parameters onthe tab do
not have options in their drop-down lists. When you specify these parameters for the first
time, you must enter the product, service, and service role in the list and select the
corresponding search result. In subsequent queries, the system shows all available options in
the drop-down list.

o Select multiple containers or physical servers and click Clear Logs in the upper part of the tab to
clean up the log information of multiple containers or physical servers at a time.

@ Note The log cleanup operation is asynchronous, and you must view the log cleanup
results on the Records page.
Solution 2

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose Log Clearance > Rules.

4. Clickthe Containers orServers tab.

5. (Optional)in the upper part of the tab, select a product, service, and service role, and click Search.
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6.

7.

@ Note By default, the Product, Service, and Service role parameters on the tab do not

have options in their drop-down lists. When you specify these parameters for the first time, you
must enterthe product, service, and service role in the list and select the corresponding search

result. In subsequent queries, the system shows all available options in the drop-down list.

In the search result, find the cleanup rule of the container or physical servers for which you want to
clean up logs and clickExecution plan inthe Actions column. The Plans page appears.

Performthe following operations to clean up logs of containers or physical servers:

o Find the container or physical server for which you want to clean up logs and click Clear in the
Actions column to clean up the logs of asingle container or physical server.

o Select multiple containers or physical servers and click Clear Logs in the upper part of the tab to
clean up the logs of multiple containers or physical servers at a time.

@ Note The log cleanup operation is asynchronous, and you must view the log cleanup
results on the Records page.

1.3.3.7. Configure automatic cleanups for container or

physical server logs

You can configure automatic cleanups for container or physical server logs that meet the specified
cleanup rules.

Context

Existing execution plans are cleaned up at 02:00 every day and new execution plans are generated
based on the current cleanup rules. If you turn on Automatic Deletion or enable automatic cleanup,
the system cleans up the container or physical server logs that meet the cleanup rules based on
execution plans at 02:30 every day.

Procedure

1.

u b W N

Log onto the Apsara Uni-manager Operations Console.

. Inthe top navigation bar, click Settings.
. Inthe left-side navigation pane, choose Log Clearance > Rules.
. Clickthe Containers orServers tab.

. Performthe following operations to configure automatic cleanups for container or physical server

logs that meet the specified cleanup rules:

o Inthe upper part of the page, select a product, service, and service role, and click Search. Inthe
search results, find the cleanup rule for which you want to set automatic cleanups and turn on
Automatically delete. The system cleans up the container or physical server logs that meet
the cleanup rule.
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@ Note By default, the Product, Service, and Service role parameters onthe tab do
not have options in their drop-down lists. When you specify these parameters for the first
time, you must enterthe product, service, and service role in the list and select the
corresponding search result. In subsequent queries, the system shows all available options in
the drop-down list.

If you want to disable the automatic cleanup feature, you can turn off Automatically delete.

o Select multiple cleanup rules and click Turn on automatic cleanup. The system cleans up the
container or physical server logs that meet the selected cleanup rules.

To disable the automatic cleanup feature, click Turn of f automatic cleanup.

1.3.3.8. View cleanup records

Afteryou clean up logs, you can view detailed cleanup records.

Context
When you perform operations on the Records page, take note of the following items:

e Eachtime you perform a log cleanup operation, the numbers of cleanup executions, SR, and
machines are increased by one.

e Number of cleanup log files shows the number of log files that match all the available rules and can
be cleaned up, rather than the number of log files that have been cleaned up.

e Clean up space shows the accumulated available space after you clean up logs.

Solution 1

1. Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click Settings.

In the left-side navigation pane, choose Log Clearance > Records.

A w N

(Optional)in the upper part of the page, select a product, service, and service role, and click
Search.

@ Note By default, the Product, Service, and Service role parameters on the tab do not

have options in their drop-down lists. When you specify these parameters for the first time, you
must enter the product, service, and service role in the list and select the corresponding search

result. In subsequent queries, the system shows all available options in the drop-down list.

5. Find the cleanup record that you want to view and click View det ails in the Cleanup details
column to view the detailed cleanup information.

Solution 2
1. Log onto the Apsara Uni-manager Operations Console.
Inthe top navigation bar, click Settings.

In the left-side navigation pane, choose Log Clearance > Plans.

Clickthe Containers orServers tab.

vk wWwN

(Optional)in the upper part of the tab, select a product, service, and service role, and click Search.
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@ Note By default, the Product, Service, and Service role parameters on the tab do not

have options in their drop-down lists. When you specify these parameters for the first time, you
must enterthe product, service, and service role in the list and select the corresponding search

result. In subsequent queries, the system shows all available options in the drop-down list.

6. Inthe search result, find the execution plan for which you want to view the cleanup records and
click Clear Records inthe Actions column. The Records page appears.

7. Find the cleanup record that you want to view and click View details in the Cleanup details
column to view the detailed cleanup information.

1.3.4. System settings

The System Settings module allows you to manage departments, roles, and users involved in the
Apsara Uni-manager Operations Console in a centralized manner. T his makes it easy to grant different
resource access permissions to different users. The System Settings module is a core module in
managing permissions. It integrates the features such as department management, role management,
logon policy management, user management, and password management.

1.3.4.1. User management

You can create users and assign different user roles as an administrator to meet different requirements
for system access control.

Prerequisites
Before you create a user, make sure that the following requirements are met:

e A department is created. For more information, see Department management.

e A customrole is created if needed. For more information, see Manage roles.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.
3. Inthe left-side navigation pane, choose System Settings > User Management.
The Users tab appears.
4. Onthe Users tab, performthe following operations:

o Query users

(@ Note To search forusersinthe Apsara Uni-manager Operations Console, you must
have the security officer role or system administrator role.

In the upper part of the page, set Username, Role, and Department, and click Search to view
the information about the userinthe list.

(Optional) Click Reset to clearthe filter conditions.

o Add a user
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@ Note Toadd auserinthe Apsara Uni-manager Operations Console, you must have the
security officer role.

Click Add inthe upper part of the tab. Inthe Add User dialog box, set Username and
Password and click OK.

The added user is displayed in the user list. The value in the Primary Key Value column
corresponding to the added user is used to call APl operations of applications. When you want
to call applications in the Apsara Uni-manager Operations Console for other applications, you
must use the primary key value for authentication.

o Modify a user

@ Note To modify a user in the Apsara Uni-manager Operations Console, you must have
the security officer role.

In the user list, find the user that you want to modify and click Modify in the Actions column. In
the Modify User dialog box, modify the parameters and click OK.

o Delete a user

In the user list, find the user that you want to delete and click Delete inthe Actions column. In
the message that appears, click OK.

@ Note Deleted users are displayed onthe Locked Instances tab. To restore a deleted
user, clickthe Locked Instances tab. Find the user that you want to restore and click
Recover inthe Actions column. In the message that appears, click OK.

o Attach alogon policy

In the user list, select the user to which you want to attach a logon policy and click Bind Logon
Policy in the lower part of the page. Inthe Bind Logon Policy dialog box, select the logon
policy to attach and click OK.

o Query the personal information of the current user

Move the pointer over the profile picture in the upper-right corner of the page and click
Personal Information. On the User Profile page, view the personal information of the current
user, such as the Username and Department.

Onthe User Profile page, you can also change the password that the current user uses to log
on to the Apsara Uni-manager Operations Console. For more information about how to change
the logon password, see Change the logon password.

o Configure logon settings
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Move the pointer over the profile picture in the upper-right corner of the page and clickLogon
Setting. Onthe Login Settings page, you can modify the logon timeout period, maximum
allowed password retries, logon policies, and validity period of the current account, and specify
whether to allow multi-terminal logon. For more information about how to modify logon
settings, see Modify logon settings.

1.3.4.2. User group management

You can add multiple users to a user group and add the same roles to them as an administrator for
centralized management.

Create a user group
1. Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click Settings.

In the left-side navigation pane, choose System Settings > User Group Management.

In the upper part of the page, clickAdd.

ok wnN

Inthe Add User Group dialog box, enter a user group name, select a department, and then click
OK.

Modify the name of a user group

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose System Settings > User Group Management.
4

. (Optional)Select a department name, enter a user group hame and username, and then click
Search.

You can also click Advanced, select a department name and role name, enter a user group name
and username, and then click Search. If you have specified filter conditions, you can click Reset to
remove the conditions.

5. Inthe user group list, find the user group that you want to modify and click Edit User Group inthe
Actions column.

6. Inthe dialog box that appears, modify the user group name.

7. Click OK.

Manage users in a user group

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose System Settings > User Group Management.
4

. (Optional)Select a department name, enter a user group hame and username, and then click
Search.

You can also click Advanced, select a department name and role name, enter a user group name
and username, and then click Search. If you have specified filter conditions, you can click Reset to
remove the conditions.

5. Inthe user group list, find the user group for which you want to manage users and click Manage
Users inthe Actions column.
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6.

7.

In the dialog box that appears, you can add or delete users in the user group.

o ClickAdd. Inthe Add dialog box, select one or more users and click OK.
o Clickthe ] icon to delete the user.
Click OK.

Added users are displayed in the Users column corresponding to the user group.

Deleted users are no longer displayed in the Users column corresponding to the user group.

Add a role to a user group

You can add only a single role to a user group.

1.

Log on to the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.
3.
4

. (Optional)Select a department name, enter a user group hame and username, and then click

In the left-side navigation pane, choose System Settings > User Group Management.

Search.

You can also click Advanced, select a department name and role name, enter a user group name
and username, and then click Search. If you have specified filter conditions, you can click Reset to
remove the conditions.

. Inthe user group list, find the user group to which you want to add a role and click Add Role inthe

Actions column.

. Select arole fromthe Role drop-down list.

. Click OK.

The added role is displayed in the Role column corresponding to the user group. All users in the
user group are granted the permissions of this role.

Delete a role

L

. Log onto the Apsara Uni-manager Operations Console.

Inthe top navigation bar, click Settings.
In the left-side navigation pane, choose System Settings > User Group Management.

(Optional)Select a department name, enter a user group name and username, and then click
Search.

You can also click Advanced, select a department name and role name, enter a user group name
and username, and then click Search. If you have specified filter conditions, you can click Reset to
remove the conditions.

In the user group list, find the user group fromwhich you want to delete a role and click Delete
Role inthe Actions column.

. Inthe message that appears, click OK.

The deleted role is no longer displayed in the Role column corresponding to the user group. The
permissions of the role are rescinded from all users in the group.

Delete a user group
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) Notice Before you delete a user group, make sure that no users or roles are bound to the
user group.

1. Log onto the Apsara Uni-manager Operations Console.
. Inthe top navigation bar, click Settings.

. Inthe left-side navigation pane, choose System Settings > User Group Management.

A W N

. (Optional)Select a department name, enter a user group name and username, and then click
Search.

You can also click Advanced, select a department name and role name, enter a user group name
and username, and then click Search. If you have specified filter conditions, you can click Reset to
remove the conditions.

5. Inthe user group list, find the user group that you want to delete and click Delete User Group in
the Actions column.

6. Inthe message that appears, click OK.

1.3.4.3. Manage roles

You can customize roles in the Apsara Uni-manager Operations Console to implement more flexible and
efficient permission control.

Context

A role is a collection of access permissions. You can assign different roles to different users to meet
requirements for system access control. Roles are classified into basic roles and custom roles. Basic
roles, also known as atomic roles, are preset by the Open Application Model (OAM) system. You cannot
modify or delete these roles. Customroles can be modified and deleted.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.
3. Inthe left-side navigation pane, choose System Settings > Role Management.
4. Onthe Role Management page, performthe following operations:

o Queryroles

@ Note To query roles in the Apsara Uni-manager Operations Console, you must have
the security officer role or system administrator role.

In the upper-left corner of the page, enter a role name in the Role search box and click Search
to view the role information in the list.

o Addarole

@ Note Only users that have security officer roles of the Apsara Uni-manager Operations
Console can add a role inthe console.

Click Add in the upper part of the tab. Inthe Add Role dialog box, set Role Name, Role
Description, and Base Role, and click OK.
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o Modify arole

@ Note Only users that have security officer roles of the Apsara Uni-manager Operations
Console can modify a role in the console.

Find the role that you want to modify in the role list and click Edit in the Actions column. Inthe
Edit Role dialog box, modify Role Name and Role Description, select a basic role, and then
set menu permissions. Click OK.

o Delete arole

) Notice Before you delete a role, make sure that the role is not bound to a user.
Otherwise, the role cannot be deleted.

Find the role that you want to delete in the role list and click Delete inthe Actions column. In
the message that appears, click OK.

1.3.4.4. Menu management

The Menu Settings module allows you to add, hide, modify, or delete a menu based on your business
needs.

1.3.4.4.1. Add a level-1 menu

This topic describes how to add a level-1 menu.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click Settings.
In the left-side navigation pane, choose System Settings > Menu Settings.

In the upper part of the page, clickAdd Menu Data.

vk wnN

In the Add Menu panel, configure the parameters for the menu.
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Add Menu

Parent Node ID

Unique Identifier

The unique identifie

Default Di yed Mame

n Chinese

MName in English

Description

To Link

Open Linked Page

Current Order

The following table describes the parameters.
Parameter Description

The parent menu. This parameter does not need to specified when

Parent Node ID

you add a level-1 menu.

. e The unique identifier used to call functions. It can consist of only

Unique Identifier .
letters and can be 5 to 20 characters in length.

Default Displayed Name The default display name of the menu.

The menu name in Chinese. In the Chinese language environment, if
Name in Chinese the Chinese name of the menu is specified, the default display
name of the menu is the specified Chinese name.

The menu name in English. In the English language environment, if
Name in English the English name of the menu is specified, the default display name
of the menu is the specified English name.

Description The description of the menu.

Specifies whether to show the menu after it is added. You can turn

Show on or off Show. By default, Show is turned on.
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Parameter Description

Specifies whether to go to another page when you click the menu.

To Link
o You can turn on or off To Link. By default, To Link is turned off.
This parameter appears only when To Link is turned on. Set this
parameter to the URL to go to when you click the menu.
o |f the URL of a page within the current system is used, enter the
absolute path or a relative path of the page. Example: /aso/aso-
URL

alarm/dashboard.

o If the URL of a third-party system is used, enter the absolute
path of the page. Example:
http://example.com/TaskManageTool/#/taskView.

Specifies whether to open a new page for the URL to go to after
Open Linked Page you click the menu. You can turn on or off Open Linked Page. By
default, Open Linked Page is turned off.

The order of the menu among all level-1 menus. You cannot
Current Order configure the order in the panel. You can modify the configuration
onthe Menu Settings page after you create the menu.

6. Click OK.

Result

Afteryou have added a level-1 menu, you can view the menu in the menu list and the top navigation
bar.

1.3.4.4.2. Add a submenu

T his topic describes how to add a submenu.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose System Settings > Menu Settings.
4. Add a submenu.

i. Find the menu to which you want to add a submenu and click Add Submenu inthe Actions
column.

ii. Inthe Add Menu panel, configure the parameters for the submenu.
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Add Menu

Parent Node ID

Unique Identifier

Default Displayed

Name

Name in Chinese

Name in English

Description

Show

Open Linked Page

Current Order

Cancel

The following table describes the parameters.

Parameter

Parent Node ID

Unique Identifier

Default Displayed Name

Name in Chinese

Description
The menu to which the submenu belongs.

The unique identifier used to call functions. It can consist only of
letters and can be 5 to 20 characters in length.

The default display name of the submenu.

The submenu name in Chinese. In the Chinese language
environment, if the Chinese name of the submenu is specified,
the default display name of the submenu is the specified
Chinese name.
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Parameter

Name in English

Description

Show

To Link

URL

Open Linked Page

Menu Type

Current Order

jii. Click OK.

Description

The submenu name in English. In the English language
environment, if the English name of the submenu is specified,
the default display name of the submenu is the specified English
name.

The description of the submenu.

Specifies whether to show the submenu after it is added. You
can turn on or off Show. By default, Show is turned on.

Specifies whether to go to another page when you click the
submenu. You can turn on or off To Link. By default, To Link is
turned off.

This parameter appears only when To Link is turned on. Set this
parameter to the URL to go to when you click the submenu.

® [f the URL of a page within the current system is used, enter
the absolute path or a relative path of the page. Example:
/aso/aso-alarm/dashboard.

® |f the URL of athird-party system is used, enter the absolute
path of the page. Example:
http://example.com/TaskManageTool/# /taskView.

Specifies whether to open a new page for the URL to go to after
you click the submenu. You can turn on or off Open Linked
Page. By default, Open Linked Page is turned off.

The type of the menu. When you create a submenu, you do not
need to configure this parameter.

The order of the submenu under the selected menu. You cannot
configure the order in the panel. You can modify the
configuration on the Menu Settings page after you create the
submenu.

Afteryou add a submenu, you can view it under the corresponding parent menu in the menu
list and in the left-side navigation pane.

@ Note We recommend that you create a menu hierarchy of no more than five levels.

1.3.4.4.3. Hide a menu

T his topic describes how to hide a menu.

Prerequisites
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> Notice Only custom menus and submenus can be hidden. After a menu or submenu is hidden,
submenus beneath it are also hidden.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose System Settings > Menu Settings.
4

. Inthe menu list, find the menu or submenu that you want to hide and clickModify inthe Actions
column.

5. Inthe Modify Menu panel, turn off Show and click OK.

1.3.4.4.4. Modify a menu

Afteryou add a menu or submenu, you can modify its configurations and sorting.

Prerequisites

b Notice Only custom menus and submenus can be modified. Built-in menus and submenus can
only be sorted.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose System Settings > Menu Settings.
4

. Inthe menu list, find the menu or submenu that you want to modify and click Modify in the
Actions column.

5. Inthe Modify Menu panel, modify the configurations and click OK.

6. Inthe Actions column, clickMove Up or Move Down to change the order of the menu.

1.3.4.4.5. Delete a menu

This topic describes how to delete menus or submenus that are no longer needed.

Prerequisites

P Notice Only custom menus and submenus can be deleted.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose System Settings > Menu Settings.
4

. Inthe menu list, find the menu or submenu that you want to delete and click Delete inthe
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5.

Actions column.

In the message that appears, click OK.

1.3.4.5. Two-factor authentication

To make user logons more secure, you can configure two-factor authentication for users.

Context

The Apsara Uni-manager Operations Console supports only Google two-factor authentication.

This authentication method is 2-step verification and uses a password and mobile app to provide a
two-layer protection for accounts. You can obtain the logon key after you configure users in the
Apsara Uni-manager Operations Console, and then enter the key in the Google Authenticator app on
your mobile phone. The app generates a verification code for your logon based on the time and key.

Procedure

1.

Log onto the Apsara Uni-manager Operations Console.

. Inthe top navigation bar, click Settings.

2
3.
4

In the left-side navigation pane, choose System Settings > Two-factor Authentication.

. Onthe Two Factor Authentication page, performthe following operations:

o Google two-factor authentication
a. Set Current Authentication Method to Google Two-Factor Authentication.

b. Inthe upper-right corner of the page, click Add User. Inthe Add User dialog box, enter a
username and click OK. The added user is displayed in the user list.

c. Find the username for which you want to enable Google two-factor authentication and click
Create Key inthe Actions column. When the Added message appears, the Show Key
button appears in the Actions column. Click Show Key. The key is displayed in plaintext in
the Key column.

d. Enterthe key in the Google Authenticator app on your mobile phone. The app dynamically
generates a verification code for your logon based on the time and key. While two-factor
authentication is enabled, you are required to enter the verification code on your app
whenever you log on to the system.

@ Note The Google Authenticator app and server generate the verification code by
using public algorithms based on the time and key. They can work offline without
connecting to the Internet or Google server. Therefore, you must keep your key
confidential.

e. To disable two-factor authentication, click Delete Key in the Actions column.

o No authentication

Set Current Authentication Method to No Authentication. Two-factor authentication is
then disabled and all two-factor authentication methods become invalid.

1.3.4.6. Department management

> Document Version: 20210719 44



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

The Department Management module allows administrators to create, modify, delete, and search for
departments, as well as create users or user groups for departments.

Context

After the Apsara Uni-manager Operations Console is deployed, a root department is automatically
generated. You can create other departments under the root department.

Departments are displayed in a hierarchy, and you can create sub-departments under each level of
departments. Up to five levels of departments can be created.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.
3. Inthe left-side navigation pane, choose System Settings > Department Management.

On the Department Management page, you can view the tree structure of all created
departments and the information about all users in each department.

4. (Optional)in the upper-left corner of the page, enter a department name in the search box and
clickthe search icon to find the department that you want to manage.

5. Performthe following operations:
o Add a department

Inthe left catalog tree, select the department to which you want to add sub-departments and
clickAdd Department. Inthe Add Department dialog box, set Department Name,
Department Leader, and Department Role, and click OK. Then, you can view the created
department in the left catalog tree.

@ Note When you add a department, you can select one or more department
administrators.

o Modify a department

Inthe left catalog tree, select the department that you want to modify and click Modify
Department. In the Modify Depart ment dialog box, set Department Name, Depart ment
Leader, and Department Role, and click OK.

o Delete a department

) Notice Before you delete a department, make sure that no users exist in the
department. Otherwise, the department cannot be deleted.

Inthe left catalog tree, select the department that you want to delete and click Delete. Inthe
message that appears, click OK.

1.3.4.7. Operation logs

You can view logs to view the resource usage and running status of all modules onthe platform.

Context

45 > Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

The Operation Logs page allows you to view all the records of backend API calls, including audit
operations. The auditor can filter logs by username and time, view call details, and export selected
logs.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.
3. Inthe left-side navigation pane, choose System Settings > Operation Logs.
4

. Onthe Log Management page, performthe following operations:

o Manage logs

In the upper part of the page, enter User Name and select a period of time for Time Period.
Click Search to view related logs in the list below.

o Delete logs

Select the logs that you want to delete and click Delete. In the message that appears, click OK.
o Export logs

Select the logs that you want to export and click the [&] icon. If you do not select logs, when

you click the ] icon, all displayed logs are exported.

@ Note If the number of logs to be exported is greater than 10,000, only the first 10,000
logs are exported.

1.3.4.8. View authorization information

The Authorization module allows customers, field engineers, and operations engineers to query services
that are experiencing authorization problems and troubleshoot the problems.

Prerequisites

The logon user has the administrator permissions. You can view the trial authorization information or
enter the authorization code to view the formal authorization information on the Authorization
Det ails tab only when you have the administrator permissions.

If you are not granted the administrator permissions, a message appears indicating that you have
insufficient permissions when you access this tab.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.
3. Inthe left-side navigation pane, choose System Settings > Authorization.

The Authorization Det ails tab appears.
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Authorization Specification Details \ Authorization Specification Information

Authorizaion Type :  Trial AuthorizafionExgired/Quots Excesded
ECS Instance D :
Cloud Patform Version :

Authorization Crested At : - Nov 21. 2019, 15:50:20

‘Service Content Authorization Mode ‘Senvice Authorizations Actual Authorizations

Virtual Private c) VPG Standard Authorization Mode Nov 21, 2019, 15:50:20

Authorization Mode

Graph Analytics ‘Graph Analyfies Enterprise: Authorization Mode Dec 21, 208, 15:50:20

Enterprise Distributed EDAS Pro Authorization Mode
Application Service (EDAS)

Dataphin Inteligence Ediion Authorization Mode

4. Performthe following operations to view the authorization information.

@ Note Forformal authorization, you must enter the authorization code to view the
authorization information. You can obtain the authorization code fromthe authorization letter
appended to the project contract or by contacting the business manager (CBM) of your
project.

o Onthe Authorization Details tab, view the authorization information.

You can view authorization information including the authorization version, customer
information, authorization type, Elastic Compute Service (ECS) instance ID, cloud platform
version, the creation time of authorization, and the authorization information of all cloud
services in different data centers.

The following table describes the detailed authorization information.
ltem Description

You can use the BP number in the version to associate a project or
contract.

Take note of the following items:

® TRIAL in the version indicates that the authorization is trial
Authorization Version authorization. The trial authorization is valid within 90 days
from the date of deployment.

B FORMAL in the version indicates that the authorization is formal
authorization. The authorization information of the service
comes from the signed contract.
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ltem

Authorization Type

Customer information

ECS Instance ID

Cloud Platform Version

Authorization Created At

Licensing Details of Apsara
Stack Products (IDC Level)

Description

Indicates the current authorization type and authorization status.
® The following authorization types are available:
= Trial Authorization

= Formal Authorization

® The following authorization statuses are available:
® Not Activated
B Expire Soon
m Activated
® Expired
m Expired/Quota Exceeded

The information about the customer, including the customer
name, customer ID, and customer user ID.

The ECS instance ID in the deployment planner of the field
environment.

The Apsara Stack version of the current cloud platform.

The start time of the authorization.

The authorization information of cloud services within different
regions, including the service name, service content, current
authorization mode, service authorization quantity, actual
authorization quantity, software license update and technical
support start time, software license update and technical support
end time, and real-time product authorization status.

If the following information appears in the Authorization
Status column of a service, take note of the following items:

= RENEW Service Expired

Indicates that the customer must renew the subscription as
soon as possible. Otherwise, field operations services (including
ticket processing) are terminated.

= Specification Quota Exceeded

Indicates that the specifications deployed for a service have
exceeded the contract quota, and the customer must scale up
the service as soon as possible.

o Clickthe Authorization Specification Details tab to view the authorization specification
information of services across different data centers or regions.

The following table describes the authorization specification information.
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[tem Description
Service Name The name of an authorized service.
Specification Name The specification name of an authorized service.

e . The total number of current authorizations of a specification for a
Specifications

service.
Specification Quota The authorization quota of a specification for a service.
Specification Status The current authorization status of a specification for a service.

o Clickthe Autharization Specification Information tab to view the authorization
specification information and the authorization specification excess information of services.

Set Licensing Specification Level, Region ID orIDC ID, Service Name, and time range, and
then click Search. You can view the authorization specification information of a service in the
current environment. Such information includes the maximum and minimum number of
specifications and their occurrence time points as well as the average number of specifications
within the specified time range.

Inthe Authorization Specification Information or Authorization Specification Excess
Information section, clickthe + iconto the left of a service to view the specifications,
specification quota, and recorded time of authorization specifications on the latest day of the
specified time range for the specification of the service. Click View More to view the
authorization specification information of the service within the specified time range by date.

1.3.4.9. Multi-cloud management

The Multi-cloud Management module provides the function of multi-cloud configurations. By using the
multi-cloud configurations, you can perform Operations & Maintenance (0&M) operations on dif ferent
data centers on an operations and maintenance platform.

1.3.4.9.1. Add multi-cloud configurations

When a multi-cloud environment is used, you can add multi-cloud configurations as a multi-cloud
configuration administrator or super administrator. After you add multi-cloud configurations, you can
switch to different data centers in the same console and view or perform related operations.

Prerequisites

Before you add multi-cloud configurations, make sure that the following requirements are met:

e Data centers are connected and share accounts that have the same usernames and passwords with
each other.

e You are granted the permissions of a multi-cloud configuration administrator or super administrator.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose System Settings > Multi-cloud Management.
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4. Inthe upper part of the page, clickAdd.

5. Inthe dialog box that appears, add the console link of another data center and click OK.
Parameter Description
Name The name of another data center.

The console link of another data center. Make sure that the console

Console link L ) . .
link is valid. Otherwise, an error message is returned.

After you add multi-cloud configurations, you can log on to the Apsara Uni-manager Operations
Console by using a shared account to switch to different data centers and performrelated
operations.

1.3.4.9.2. Modify the name of a data center

Afteryou add multi-cloud configurations, you can modify the name of a data center as a multi-cloud
configuration administrator or super administrator.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
. Inthe top navigation bar, click Settings.

2
3. Inthe left-side navigation pane, choose System Settings > Multi-cloud Management.
4

. (Optional)in the Name search box, enter the data center name that you want to modify and click
Search.

5. Find the data centerthat you want to modify and click Modify in the Actions column.

6. Inthe dialog box that appears, modify the name of the data center and click OK.

1.3.5. Personal Settings

The Personal Settings module allows you to modify the logon password and logon settings of the
current account.

1.3.5.1. Change the logon password

The Logon Settings module allows you to change the password that you use to log onto the Apsara
Uni-manager Operations Console.

Context

For security reasons, we recommend that you change your logon password on a regular basis.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Settings.

3. Inthe left-side navigation pane, choose Personal Settings > Personal Information.
4

. View the personal information of the current user, such as Username and Department.
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Click Change Passwaord to change the password that you use to log onto the Apsara Uni-
manager Operations Console.

Inthe Change Password dialog box, specify Current Password, New Password, and Confirm
Password, and then click OK.

1.3.5.2. Modify logon settings

The Logon Settings module allows you to configure whether to allow multi-terminal logon and modify
the logon timeout period, maximum allowed password retries, logon policy, and validity period of the
account you are using.

Context

To make your system more secure, you can modify the logon settings based on your scenario.

Procedure

1.
2
3.
4

. Onthe Logon Settings tab, modify the following parameters.

Log onto the Apsara Uni-manager Operations Console.

. Inthe top navigation bar, click Settings.

In the left-side navigation pane, choose Personal Settings > Logon Settings.

o Timeout Period (Minutes): Set the logon timeout period of the current account. If the logon
time exceeds the specified time period, the system prompts you that the logon timed out and
you can try to log on again.

o Multi-Terminal Logon Settings: Set whetherto allow multi-terminal logon on the current
account. You can select Multi-Terminal Logon Allowed, Forbid Multi-Terminal Logon in
ASO, orForbid Multi-Terminal Logon in O&M.

m Multi-Terminal Logon Allowed: The current account is allowed to log onto the Apsara
Uni-manager Operations Console from multiple terminals at the same time.

m Forbid Multi-Terminal Logon in ASO: The current account is not allowed to log onto the
Apsara Uni-manager Operations Console from multiple terminals at the same time. The current
account is allowed to go to another console fromthe Apsara Uni-manager Operations
Console.

For example, User A uses the current account to go to another console fromthe Apsara Uni-
manager Operations Console. At the same time, User B uses the current account to log onto
the Apsara Uni-manager Operations Console. The system disables the logon of User A only
after User A returns to the Apsara Uni-manager Operations Console.

m Forbid Multi-Terminal Logon in O&M: The current account is not allowed to log onto the
Apsara Uni-manager Operations Console or the console redirected fromthe Apsara Uni-
manager Operations Console from multiple terminals.

o Maximum Allowed Password Retries: Set the maximum number of password retries before
the account may be locked. When the number of retries reaches the specified number, the
account is locked. After the account is locked, you must use the system administrator account to
unlock it.

o Logon Policies: Set the logon policy of the current account. You can select Blacklist or
Whit elist. For more information about how to create logon policies, see Logon policies.

m Blacklist: If this option is selected, you cannot use the IP addresses configured in logon

51

> Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

policies to log on to the Apsara Uni-manager Operations Console.

m Whitelist: If this option is selected, you can use the IP addresses configured in logon policies
to log onto the Apsara Uni-manager Operations Console.

5. ClickSave.
6. Clickthe Account Validity Period tab and set Account Validity (Days).

@ Note When your account expires, you must use the system administrator account to
unlock it.

7. ClickSave.

1.4. Resources
1.4.1. Products

1.4.1.1. Product overview

On the Product Overview page, you can view information about each product and its clusters, service
roles, machines, alerts, and final-state status.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, choose Resources > Products.

3. Onthe Product Overview page, view the information about clusters, service roles, machines,
alerts, and final-state statuses.

Product Overview

Product Overview

123 Total number of products 273 Totsl number of clusters 3473 Totalnu roles A 557 Total number of alerts

17 P1 487 13

Reach the final state 87

Architecture

Reach the final state The final s

Elastic

Ketnwpaking

o Inthe Product Overview section, view the total numbers of products, clusters, service roles,
and alerts as well as the final-state status of these products, clusters, and service roles.

m Clickthe u icon next to Total number of clusters and view the information about the
clusters onthe Cluster list page.
m Clickthe u icon next to Total number of service roles and view the information about

the service roles on the Service role page.
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o Inthe Architecture section, view the product information.

m Click All status, Reach the final state, orThe final state is not reached to view the
information about the products in the corresponding state.

m Click a product type inthe left-side product type list to view the final-state status and alerts
of the products of that type.

» Clickthe [f& icon in the upper-right corner to view the cluster status and the numbers of

clusters, service roles, machines, and alerts in a list form.

Architecture

Networking Database Storage Big Data Middleware Intemet of Things Digital Finance Security Monitoring and O&M Uni-manager I

Number of alerts

m Click a product type in the upper product type list to view the information about the
products of that type.

m Click a product name in the Product Name column to view the details of the product onthe
Product Details page.

Product Details

Cluster list

a. Click a cluster name in the Cluster Name column to view the details of the cluster onthe
Cluster Details page.

Cluster Details

Number of machines D ! Total number ) P10

Service Cluster Product  Machine Numbser of alerts

acs-acs_con AcsControlCluster-A-2020121 ac 1 | Nor
trol 8-0d5f - mal

Backend#

b. Enter a service role name in the Service Role Name search box and click Search to
view the details about the service role.

c. (Optional) Click Reset to clear the filter conditions.

m Clickthe ﬁ icon in the upper-right corner to view the information about the productsina

graphical form.
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1.4.1.2. Clusters

You can view the status and alerts of all the deployed clusters and their service roles on the Cluster list
page.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, choose Resources > Products.
3. Inthe left-side navigation pane, click Clusters.
4

. Onthe Cluster list page, select a product fromthe Product Name drop-down list, select a
cluster fromthe Cluster Name drop-down list, and then select a state fromthe Cluster Status
drop-down list. Then, click Search to view the search results.

Cluster list

Product Name Cluster name Cluster status

Cluster name Product Cluster status . ) Number of alerts

acs

aliware-tackee
per

5. (Optional) Click Reset to clearthe filter conditions.

6. Click a cluster name in the Cluster Name column to view the details of the cluster onthe Cluster
Det ails page.

Cluster Details

! Totalnumber @ P10 P20 P30 P50 P50

Service role name

Service Cluster Product Machine Number of alerts

acs-acs_con AcsControlCluster-A-2020121 ac 1 | Nor

Jacks 3
Backend trol 8-0d5¢ © mal

acs-acs_con AcsControlCluster-A-2020121 _ 2 | Nor
trol 8-0d5f * mal

7. Enter a service role name in the Service Role Name search box and click Search to view the
details about the service role.

8. (Optional) Click Reset to clear the filter conditions.
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1.4.1.3. Service roles

On the Service role page, you can view the service role of a specific product or cluster and the status
and alerts of the cluster.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, choose Resources > Products.
3. Inthe left-side navigation pane, click Service Roles.
4

. Onthe Service role page, select a product fromthe Product Name drop-down list, select a
cluster fromthe Cluster name drop-down list, and then select a state fromthe Service role
status drop-down list. Then, click Search and view the search results displayed below.

Service role

Product Name Cluster name Service role status

Service Product Machine Number of alerts

tianji-dockerdae
mon

DockerDaemon#

tianji-sshtunnel-cl

SSHTunnelClient# -
ient

5. (Optional) Click Reset to clear the filter conditions.

6. Click a cluster name in the Cluster column to view the details of the cluster on the Cluster Det ails
page.

Cluster Details

! Total number 0

Service role name

Cluster Machine Number of alerts

AcsControlCluster-A-2020121 _ 1 | Nor
8-0d5f - mal

Backend#

AcsControlCluster-A-2020121 N 2 | Nor
8-0d5f - mal

7. Enter a service role name in the Service Role Name search box and click Search to view the
details about the service role.

8. (Optional) Click Reset to clearthe filter conditions.
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1.4.2. Data centers

Operations personnel can monitor and view the physical servers where products are located.

1.4.2.1. View the physical server information
This topic describes how to view the physical server list and the details of physical servers.

Go to the Data Centers page
1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, choose Resources > Data Centers.

The Product tab appears. In the upper-right corner of the tab, the numbers of existing physical
servers, servers with alerts, and alerts are displayed.

Physical View of Device Physical Servers: @8 Servers with Alerts: (130 Alerts: (512

Product

middleWare staragent

middleWare-staragent

middieWare staragent

Product tab

1. Onthe Product tab, performthe following operations to view the physical server information:

o Expand the left-side hierarchy tree by selecting a region, a product, and a cluster in sequence to
view the list of physical servers where a cluster of a service is located.

o Inthe left-side search box, enter a product name, cluster name, group name, or hostname to
search for the corresponding node.

o Inthe right-side search box, search for physical servers by product, cluster, group, or hostname,
and view the details of a physical server.

o Find a product and click Det ails in the Operation column. On the Physical Server Det ails
page, you can view the basic information, monitoring details, and alert information of the
physical server to which the product belongs.

You can switch between the tabs to view the monitoring details and alert information.

Monitoring details include the CPU utilization, system load, disk usage, memory usage, network
throughput, and disk I/0. When you view the monitoring det ails, you can select a monitoring item
in the upper-right corner of each monitoring graph and then select a time range to view the
monitoring value within the time range.

In the upper-right corner of the CPU utilization, system load, disk usage, memory usage, network
throughput, and disk I/0 sections, you can performthe following operations:

m Clickthe F]iconto view the monitoring graph in full screen.
m Click the ficon to download the monitoring graph to your computer.

m Clickthe [#] icon to manually refresh the monitoring data.
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m Clickthe . icon. The icon turns green. The system refreshes the monitoring data at 10-

second intervals. To disable the auto-refresh feature, click the icon again.

Server tab

1.

Click the Server tab.

2. Onthe Servertab, performthe following operations to view the physical server list:

o Expand the left-side hierarchy tree by selecting an IDC and a rack in sequence to view the
physical server list in a rack.

o Enter arackname in the left-side search box and press the Enter key or click the E iconto

search for and view the list of all physical servers in the rack.

Physical View of Device Physical Servers: (@8l Servers with Alerts: (138 Alerts: (512

3. To view the details of a physical server, enter the hostname, IP address, device role, or serial

number (SN) in the right-side search box and press the Enter key.

. Find the physical server that you want to view and click Det ails in the Operation column. On the

Physical Server Details page, view the basic information, monitoring details, and alert
information of the physical server.

You can switch between the tabs to view the monitoring details and alert information.

Monitoring details include the CPU utilization, system load, disk usage, memory usage, network
throughput, and disk I/0. When you view the monitoring details, you can select a monitoring itemin
the upper-right corner of each monitoring graph and then select a time range to view the
monitoring value within the time range.

In the upper-right corner of the CPU utilization, system load, disk usage, memory usage, network
throughput, and disk I/0 sections, you can performthe following operations:

o Clickthe [ icon to view the monitoring graph in full screen.

o Click the [ icon to download the monitoring graph to your computer.
o Clickthe [#] icon to manually refresh the monitoring data.

o Clickthe . icon. The icon turns green. The system refreshes the monitoring data at 10-second

intervals. To disable the auto-refresh feature, clickthe icon again.

Physical View of Device tab

1

. Clickthe Physical View of Device tab.

2. Onthe Physical View of Device tab, expand the left-side hierarchy tree by selecting anIDC and a

rack in sequence to view the corresponding rack information on the right. In addition, the rack
details panel appears on the right side of the tab and shows the server information of the rack.
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Racks and servers are displayed in different colors to indicate the alert condition of servers:
o Red indicates a critical alert.

o Orange indicates a moderate alert.

o Blue indicates that the physical server is running normally.

In the upper-right corner, you can view the alert legend. By default, the check box on the left of
the legend is selected, indicating that the information of racks or servers of this alert type is
displayed on the rack graph orin the rack details panel. Clear the check box on the left of a legend
to hide the information of racks or servers of this alert type onthe rack graph orin the rack details
panel.

3. To view the details of a physical server, performthe following operations:

i. Find the physical server that you want to view in the left-side hierarchy tree or right-side rack
graph of the tab.

ii. Inthe rackdetails panelthat appears, click the color block corresponding to a server to view
the basic information of the server.

iii. Click Details inthe Operation row of the basic information.

Product
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iv. Onthe Physical Server Details page, view the basic information, monitoring details, and alert
information of the physical server.

You can switch between the tabs to view the monitoring details and alert information.

Monitoring details include the CPU utilization, system load, disk usage, memory usage, network
throughput, and disk I/0. When you view the monitoring details, you can select a monitoring
itemin the upper-right corner of each monitoring graph and then select a time range to view
the monitoring value within the time range.

In the upper-right corner of the CPU utilization, system load, disk usage, memory usage,
network throughput, and disk I/0 sections, you can perform the following operations:

m Clickthe [ icon to view the monitoring graph in full screen.

m Clickthe [ icon to download the monitoring graph to your computer.

m Clickthe [#] icon to manually refresh the monitoring data.

m Clickthe . icon. The icon turns green. The system refreshes the monitoring data at 10-

second intervals. To disable the auto-refresh feature, clickthe icon again.

1.4.2.2. Add physical servers

Operations personnel can add the existing physical servers in an environment to the Apsara Uni-

manager Operations Console.

Procedure

1.

2
3.
4

Log onto the Apsara Uni-manager Operations Console.

. Inthe top navigation bar, choose Resources > Data Centers.

Click the Server or Physical View of Device tab.

. Inthe upper-right corner of the Server tab or the upper-left comer of the Physical View of
Device tab, click the [ icon.

. Inthe Add Physical Server pane, configure the parametetrs.

The following table describes the parameters.

Parameter

Zone

Data Center

Rack

Room

Physical Server Name

Memory

Description

The zone where the physical server that you want to add is located.
The data center where the physical server is located.

The rack where the physical server is located.

The room where the physical server is located.

The name of the physical server.

The memory size of the target physical server.
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Parameter Description

Disk Size The disk size of the physical server.

CPU Cores The number of CPU cores of the physical server.
Rack Group The rack group to which the physical server belongs.
Server Type The type of the physical server.

Server Role The feature or purpose of the physical server.
Serial Number The serial number (SN) of the physical server.

Operating System Template The template used by the operating system of the physical server.

IP Address The IP address of the physical server.
6. Click OK.

1.4.2.3. Modify a physical server

You can modify the physical server information in the Apsara Uni-manager Operations Console when the
information is changed in the Apsara Stack environment.

Go to the Data Centers page

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, choose Resources > Data Centers.

Server tab

1. Clickthe Server tab.

2. (Optional)in the right-side search box, search for the physical server that you want to modify by
hostname, IP address, device role, or serial number (SN).

3. Find the physical server that you want to modify and click Modify in the Operation column.

Physical View of Device Physical Servers: @) Servers with Alerts: {§30)  Alerts: (512

Q

Device Function IP Address

Worker

Worker

Worker

4. Inthe Modify Physical Server panel, modify the physical server information.

You can modify the following physical server information: zone, data center, rack, room, physical
server name, memory size, disk size, number of CPU cores, rack group, server type, server role, serial
number, operating systemtemplate, and IP address.

5. Click OK.

Physical View of Device tab
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1. Clickthe Physical View of Device tab.

2. Expand the left-side hierarchy tree by selecting an IDC and a rack in sequence to find the physical
server that you want to modify.

@ Note Inthe left-side search box, you can also search for the physical server by rack,
hostname, IP address, device role, SN, or IDC.

3. Inthe rack details panel, click the color block corresponding to a server to view the basic
information of the server.

4. ClickMaodify inthe Operation row of the basic information.

cnqingdac-envébdall

Product

5. Inthe Modify Physical Server panel, modify the physical server information.

You can modify the following physical server information: zone, data center, rack, room, physical
server name, memory size, disk size, number of CPU cores, rack group, server type, server role, serial
number, operating systemtemplate, and IP address.

6. Click OK.

1.4.2.4. Export the physical server information
You can export the information of all physical servers within the system for offline viewing.

Go to the Data Centers page

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, choose Resources > Data Centers.

Product tab

The physical server information exported fromthe Product tab includes the zone, hostname, disk size,
number of CPU cores, memory size, information about the data center (data center, rack, room, and rack
group), model, device role, serial number, operating system template, IP address, out-of-band IP
address, CPU architecture, host server, alerts, region, product, cluster, service role group, and capacity
and performance usage (CPU utilization, system load, disk usage, memory utilization, network
throughput, and disk I/ O).

1. Inthe upper-right corner of the tab, click the ] icon to export the information of all the physical

servers of all services to your computer.

Server or Physical View of Device tab
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The physical server information exported fromthe Server or Physical View of Device tab includes the
zone, hostname, disk size, number of CPU cores, memory size, information about the data center (data
center, rack, room, and rack group), model, device role, serial number, operating systemtemplate, IP
address, out-of-band IP address, CPU architecture, alerts, and capacity and performance usage (CPU
utilization, system load, disk usage, memory utilization, network throughput, and disk 1/0).

1. Clickthe Server or the Physical View of Device tab.

2. Inthe upper-right corner of the Server tab, clickthe f#] icon to export all the information of
physical servers to your computer.

3. Inthe upper part of the Physical View of Device tab, clickthe & icon to export allthe

information of physical servers to your computer.

1.4.2.5. Delete a physical server
This topic describes how to delete physical servers that no longer need to be monitored.

Go to the Data Centers page

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, choose Resources > Data Centers.

Server tab

1. Clickthe Server tab.

2. (Optional)in the right-side search box, search for the physical server that you want to delete by
hostname, IP address, device role, or serial number (SN).

3. Find the physical server and click Delete inthe Operation column.

4. Inthe message that appears, click OK.

Physical View of Device tab

1. Clickthe Physical View of Device tab.

2. Expand the left-side hierarchy tree by selecting an IDC and a rack in sequence to find the physical
server that you want to delete.

@ Note Youcanalso expand the left-side hierarchy tree by selecting an IDC and a rack in
sequence to find the physical server that you want to delete.

3. Inthe rack details panel that appears, click the color block corresponding to a serverto view the
basic information of the server.

4. ClickDelete inthe Operation row of the basic information.

self

Product

5. Inthe message that appears, click OK.
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1.5. Alerts
1.5.1. Dashboard

This topic describes how to view alerts within each region of a multi-region scenario.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Alerts.
3. Inthe Alerts for Regions section, view the distribution of alerts in different regions.
Move the pointer over a region with alerts, and the specific number of alerts is displayed.
Alerts for Regions S 021-01-25

2] Normal A Regions With Severe

Regions 0 Alerts 0 Regions

@ Note P1,P2,P3, and P4 have the following meanings:
o P1: urgent alerts
o P2: majoralerts
o P3: minor alerts

o P4: reminder alerts

4. Inthe Alert Statistics section, view the statistical data of alerts in the region.
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Alert Statistics Last 7 Days Last 30 Days

All Regions

PiPending  P2Pending ® P3Pending » P4 Pending P1Processed P2 Processed ~ P3 Processed P4 Processed

o ClickLast 7 Days, Last 30 Days, or specify Start Date and End Date to view the statistical
data of alert handling wit hin the period.

o Move the pointer over a column chart, and the corresponding statistical data is displayed.

o Select the required options fromthe Region, Priority Level, and Status drop-down lists, and
click search to view the alert details.

Region

search Advanced

Alerted

o Duration Alert Information
AtTr

yundun-

Tminute tjmon_alerts_srs_client_check_service_status
advance :

o Specify more filter conditions to query alerts.

m ClickAdvanced. Select the required options fromthe Region, Priority Level, Status, and
Resource drop-down lists, and click Search to view the alert details.

Region Pricrity Level

Resource

m (Optional) Click Reset to clear the filter conditions.

m (Optional) Click Fold up to hide the Resource option.

5. ClickExport Report to download the alert details to your computer.

1.5.2. View alerts
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This topic describes how to view the alerts for each cloud service, basic service, and hardware in the
system.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Alerts.
3. Inthe left-side navigation pane, click Alerts to view the distribution of alerts in the services.

o Clickthe Critical Alerts, Existing Alerts, and Alert History tabs to view the information about
different types of alerts.

o The different colors of alerts indicate different ranges of quantities.

o Drag the scroll bar to view more alerts.

o Move the pointer over a color block, and alerts of the corresponding service are displayed.
4. View alerts.

o Enteran alert resource ID in the Resource With Alerts search box, select the required options
fromthe Resource Owner and Alert Status drop-down lists, and then clicksearch to view the
alerts.

Move the pointer over an alert resource or a piece of alert information, and the full description
of the alert information is displayed.

Resource With Alerts Resource Owner Alert Status

Advanced

Alert Status Alerted At Alert Information Suggestions Actions

2021-01-21 12:00:
Nat Proce 2021-01-21 12:00:53

X susrz059...
i Sfldrdsusz95

2021-01-25 14:22+
Nat Proce 2021-01-25 14:22:04

ssed [apiName™:"Slb_..

o Specify more filter conditions to view the alerts.

a. ClickAdvanced. Enter an alert resource ID in the Resource With Alerts search box, select
the required options fromthe Resource Owner, Alert Status, and Alert Level drop-down
lists, and then select a start date and an end date to specify Time Range. Then, click
search to view the alert information.

Resource With Alerts Resource Owner Alert Status

Time Range

b. (Optional) Clickreset to clearthe filter conditions.
c. (Optional) Click Fold up to hide the Alert Level and Time Range options.

5. Analyze the alert information.
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i. ClickAnalyze inthe Actions column corresponding to the alert information. On the Alert
Analysis page, view the service role to which the alert belongs, the dependency link diagram
of the service, or the logical topology of the server.

Alert Analysis

Reached Desired State. Not Reached Desired State

drds
-,
I 10

Cluster Service Role

middleWareAll

1 24

Cluster Service Role

@ Note Icons:

[ E: indicates the server.

n : indicates the cluster

n E: Indicates the service.

u : indicates the service role.

ii. Clickanode inthe topology. The details panel of the node appears on the right.

The panel shows the elements related to this node. You can search for the elements by
entering a keyword in the search box.

ecs-upgrade.NcDecider#

ecs-upgrade.NcDecder#

ecs-upgrade.NcDecider#
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iii. ClickView Details inthe upper-right corner to view the details of the node.

Select a start time and an end time to view the monitoring details within the time range.

Server Details:a & mm

Device Information Monitoring Details 2021/01/25 17:38: 2021/01/25 18:38x

CPU Utilization

ECS-CPU-A-1a99

Memory Usage Disk Usage

Sequence Number

iv. Inthe node details panel, click an element related to this node to view the details of this
element.

@ Note Inthis example, the node is a server, and the element related to the node is
service role.

Service Role Details:ecs-upgrade.NcDecider#

Resource With Alerts Res whne Alert Status Alerts Alerted At Alert Information

6. ClickTreatment inthe Actions column corresponding to the alert information. In the message that
appears, click OK to mark the alert as being processed.

7. ClickComplete inthe Actions column corresponding to the alert information. In the message that
appears, click OK to mark the alert as processed.

1.5.3. Alert settings

1.5.3.1. Policy management
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The Policy Management module allows you to manage contacts and contact groups, and configure
static parameters.

1.5.3.1.1. Alert contacts

You can query, add, modify, or delete alert contacts based on your business needs.

Procedure

1.
2
3.
4

. Onthe Contacts tab, performthe following operations:

Log onto the Apsara Uni-manager Operations Console.

. Inthe top navigation bar, click Alerts.

In the left-side navigation pane, choose Alert Settings > Policy Management.

o

Query alert contacts

In the upper-left corner of the tab, specify the product name, contact name, and phone number,
and click Search. The alert contacts that meet the filter conditions are displayed in the list.

Add an alert contact

In the upper-left corner of the tab, click Add. Inthe Add Contact panel, configure the
parameters. Then, click OK.

Modify an alert contact

Find the alert contact whose information you want to modify and click Modify in the Actions
column. In the Modify Contact panel, modify the relevant information and click OK.

Delete an alert contact

Find the alert contact that you want to delete and click Delete inthe Actions column. Inthe
message that appears, click OK.

1.5.3.1.2. Alert contact groups

You can query, add, modify, or delete alert contact groups based on your business needs.

Procedure

1.

u b W N

Log onto the Apsara Uni-manager Operations Console.

o

. Inthe top navigation bar, click Alerts.
. Inthe left-side navigation pane, choose Alert Settings > Policy Management.
. Clickthe Contact Groups tab.

. Performthe following operations:

Query an alert contact group

In the upper-left corner of the tab, enter a group name in the search box and click Search. The
information about the alert contact group that meets the filter condition is displayed.

Add an alert contact group

In the upper-left corner of the tab, click Add. Inthe Add Contact Group panel, enter a group
name and select the contacts to be added to the contact group. Then, click OK.

Modify an alert contact group
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Find the contact group that you want to modify and click Modify in the Actions column. Inthe
Modify Contact Group panel, modify the group name, description, contacts, and notification
method. Then, click OK.

o Delete one or more alert contact groups

Find the contact group that you want to delete and click Delete in the Actions column. Inthe
message that appears, click OK.

Select one or more contact groups that you want to delete and click Delete All in the upper
part of the tab. In the message that appears, click OK.

1.5.3.1.3. Configure static parameters

You can configure alert-related static parameters to suit your business needs. Only parameters related
to timeout alerts can be configured.
Context

You cannot add new alert configurations in the current version. You can modify the default parameter
configurations for timeout alerts.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click Alerts.
In the left-side navigation pane, choose Alert Settings > Policy Management.

Clickthe Static Parameter Settings tab.

vk wN

(Optional)in the upper-left corner of the tab, enter a parameter name in the search box and click
Search to query static parameter configurations.

o

Find the static parameter that you want to modify and click Modify in the Actions column.

7. Inthe Modify Static Parameter panel, modify the parameters described in the following table.

Meodify Static Parameter

» Parameter Name

Alarm Time Out

» Parameter Code

» Parameter Value

Alarms that exceed a specified number of days are classified as
overdue, Unit: day

Parameter Description

Parameter Name Enter a parameter name related to the configuration.
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8.

Parameter Description

Enter a parameter value. The default value is 5, indicating five days.

After you complete the configurations, you can choose Alert
Monitoring > Alert Events and then click the Timeout Alert tab
to view the alert events that meet the condition specified by this

arameter value.
Parameter Value P

For example, if the parameter value is 5, you can choose Alert
Monitoring > Alert Events and then click the Timeout Alert tab
to view the alert events that are retained for more than five days.

Description Enter a description for the configuration.

Click OK.

1.5.3.2. Alert templates

For Ant Financial Service products deployed on the PaaS platform, you can upload alert templates to
configure or modify the rules that trigger alerts.

Procedure

1.

5.

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Alerts.
3.
4

. Onthe Alert Template page, select the required options fromthe Product, Cluster, and Service

In the left-side navigation pane, choose Alert Settings > Alert Template.

drop-down lists, and click Search to view the details of the service.

Alert Template

ed Template

(Optional) Click Reset to clearthe filter conditions.

6. Download Alert Templates.

@ Note :ForAnt Financial Service products deployed on the Paas platform, use the
simple_template.json template.

7. ClickImport inthe Actions column corresponding to an entry. Inthe Import Template dialog box,

clickUpload and Parse File. Select the template and click Open. Afterthe template is uploaded,
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click OK.

Import Template

") Upload and Parse File

No templates found

Cancel

1.5.3.3. Notification management

The notification management feature allows you to configure alert notification channels and then
push alerts to O&M engineers.
Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click Alerts.

3. Inthe left-side navigation pane, choose Alert Settings > Notification Management.

Add Channel

Pushed  Push Push  Custom  pugp

us|
5 JSON
Aleris Mode Template Fields Swilch

Push Push
Protocol Interface (PO URy AL e
Iress (Minutes)

Channel Subscribi  Subscripl ~ Filter
Mame  Languagi Region  Condilion

Defaul
-ANS

4. Onthe Subscribe tab, click Add Channel.

5. Inthe Add Subscription panel, configure the parameters described in the following table.
Parameter Description

Channel Name The name of the subscription channel.
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Parameter

Subscribed Language

Subscription Region

Filter Condition

Protocol

Push Interface Address
Port Number

URI

HTTP Method

Push Cycle (Minutes)

Pushed Alerts

Push Mode

Push Template

Description

The subscription language. Valid values: Chinese
and English.

The region where the subscription is located.

The filter conditions used to filter alerts. Valid
values:

o Basic

o (Critical

o Important
o Minor

o Custom filter

The protocol used to push alerts. Only HTTP is
supported.

The IP address of the push interface.
The port number of the push interface.
The URI of the push interface.

The request method used to push alerts. Only the
POST method is supported.

The interval at which to push alerts. Unit:
minutes.

The number of alerts pushed each time.

The mode used to push alerts. Valid values:
o ALL: All alerts are pushed in each push cycle.

o TOP: Only high priority alerts are pushed in
each push cycle.

The template used to push alerts. Valid values:
o ASO: the default template.

©o ANS: Select this template to push alerts by
DingT alk, short messages, or emails. You can
configure only one channel of this type.

@ Note A preset ANS template exists
if the system is already connected to ANS.
To restore the initial configurations of the
template, click Reset inthe Actions
column corresponding to the channel.
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Parameter

Custom JSON Fields

Push Switch

6. Click OK.

Description

The push receiver can use this field to customize
an identifier. The field must be in the JSON
format.

Specifies whether to push alerts.

If the switch in this panel is not turned on, you can
enable the push feature in the Push Switch
column after you configure the subscription
channel.

To modify or delete a channel, clickModify or Delete inthe Actions column corresponding to the

channel.

7. (Optional)The newly added channel is displayed in the list. Click T est in the Actions columnto test

the connectivity of the push channel.

@ Note ForanANS push channel, you must enterthe mobile phone number, email address,
or DingT alkto which the alerts are pushed after you click Test inthe Actions column.

8. Afteryou configure the push channel and turn on Push Switch, you can click the Push tab to view

the push records.

1.5.3.4. Alert masking

The Alert Masking module allows you to mask a type of alerts and remove masking as needed.

1.5.3.4.1. Add a masking rule

Masking rules allow you to mask alerts that are no longer needed.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

vk wWwN

In the top navigation bar, click Alerts.

Inthe upper part of the page, clickAdd.

In the left-side navigation pane, choose Alert Settings > Alert Masking.

Inthe Add panel, configure the parameters to filter the alerts to be masked.
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Alert lzm

OK Cancel

Description

Parameter

Product

Cluster

Service

Alert Item

Monitoring Metric

Alert Plan

Optional. The product to which the alerts to be masked belong.
Optional. The cluster to which the alerts to be masked belong.
Optional. The service to which the alerts to be masked belong.

Optional. The name of the alerts to be masked.

@ Note It may take an extended period of time if the
number of alerts is large when you configure Alert Item.

Optional. The monitoring metric to which the alerts to be masked
belong.
Optional. Details about the alerts to be masked.
Example:
{"serverrole":"ecs-

yaochi.ServiceTest#","machine":"vm01001******" "level":"erro
rll}
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Parameter

Severity

6. Click OK.

Result

Description

Optional. The severity level of the alerts. Valid values:

o

PO: indicates the alerts that have been cleared. The Alert Level
of these alerts is Restored in Monitoring > Alert History of
Apsara Infrastructure Management Framework.

P1: indicates critical alerts. The Alert Level of these alerts is P1
in Monitoring > Alert History of Apsara Infrastructure
Management Framework.

P2: indicates major alerts. The Alert Level of these alerts is P2
in Monitoring > Alert History of Apsara Infrastructure
Management Framework.

P3: indicates minor alerts. The Alert Level of these alerts is P3
in Monitoring > Alert History of Apsara Infrastructure
Management Framework.

P4: indicates reminder alerts. The Alert Level of these alerts is
P4 in Monitoring > Alert History of Apsara Infrastructure
Management Framework.

P5: indicates system alerts.

The added masking rule is displayed in the alert masking list.

After a masking rule is added, alerts that meet the conditions in the masking rule are not displayed in

Alerts > Alerts.

1.5.3.4.2. Disable masking

You can disable masking for masked alerts.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

vk wWwN

Alert Masking

In the top navigation bar, click Alerts.
In the left-side navigation pane, choose Alert Settings > Alert Masking.
(Optional)Specify a product, service, or an alert item, and click Search.

Find the alert masking rule that you want to disable and click Delete inthe Actions column.

s [ ]

Alert ltem Manitaring Metric

6. Inthe message that appears, click OK.

Result

After masking is disabled, the unmasked alerts are displayed in Alerts > Alerts.
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1.6. O&M
1.6.1. Products

The Products module allows you to click operations and maintenance services of other products onthe
cloud platformand ISV access configurations to go to the corresponding page.

1.6.1.1. Product list

On the Product List page, you can go to the O&M page or ISV page corresponding to a product by using
single sign-on (SS0O) and redirection.
Prerequisites

To access the ISV page, make sure that the ISV access information is configured onthe ISV Access
Configurations page. For more information about how to configure the ISV access information, see
Configure the ISV access information.

Context

When you use accounts that have different permissions to log on to the Apsara Uni-manager
Operations Console, the product O&M icons and ISV icons on the Product List page are displayed in
different ways. An operations system administrator can view all the 0&M components of the cloud
platform.

The read and write permissions for product O&M are separate for each product to allow the systemto
dynamically assign different permissions based on different roles.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Product Management > Products.
O&M Products Product List

Product Management

Apsara Stack O&M Infrastructure as a Service (laaS)

Apsara Distributed File Sy. - ) - N
Apsara Distributed File Sy Basi vl Computing Ser

Task Management Kibana Log O&M N ZStack

grafana

4. Onthe Product List page, you can view the O&M icons of different products and ISV icons based
on your permissions.
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1.6.1.2. ISV access settings

The ISV Access Settings module allows you to configure, modify, and delete the ISV access information.

1.6.1.2.1. Configure the ISV access information

This topic describes how to configure the ISV access information in the systemto suit your business
needs. Then, you can click an icon on the Product List page to access the corresponding ISV page.

Procedure

1.

ok wnN

Log on to the Apsara Uni-manager Operations Console.

In the top navigation bar, click O&M.

In the left-side navigation pane, choose Product Management > ISV Access Settings.
Click Add.

Inthe Add panel, configure the ISV access information.

salf cn-neimeng-isvi-d01 -
1SV Access Configurations

Enter Name

© 2009-2019 Alibaba Cloud Computing Limited. AN rights reserved.

The following table describes the parameters.

Parameter Description

Name The name of the ISV to access.

Key Set the value to an identifier related to the ISV business.

Icon The icon displayed on the Product List page for the ISV to access.
Level-one Category and The category to which the ISV to be accessed belongs on the
Level-two Category Product List page.

Usage The feature of the ISV to access.

Access Link The address of the ISV to access.
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Parameter Description
Description The description related to the ISV to access.
6. ClickAdd.
Result

You can view the added ISV icon on the Product List page by choosing Product Management >
Products. Click the icon and then you can go to the corresponding page.

1.6.1.2.2. Modify the access information of an ISV

If the information of a third-party independent software vendor (ISV) is changed, you can modify the
access information of the ISV.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click O&M.

In the left-side navigation pane, choose Product Management > ISV Access Settings.

(Optional)Enter the ISV name in the search box and click Query. Fuzzy search is supported.

vk wWwN

Find the ISV for which you want to modify the access information and click Modify in the Actions
column.

6. Inthe Modify panel, modify the name, key, icon, level-one category, level-two category, usage,
access link, or description of the ISV.

7. Click Edit.

1.6.1.2.3. Delete the access information of an ISV

You can delete the access information of a third-party independent software vendor (ISV) fromthe
system based on your business needs.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click O&M.

In the left-side navigation pane, choose Product Management > ISV Access Settings.

(Optional)Enter the ISV name in the search box and click Query. Fuzzy search is supported.

vk wWwnN

Find the ISV for which you want to delete the access information and click Delete inthe Actions
column.

6. Inthe message that appears, click OK.

Result

In the left-side navigation pane, choose Product Management > Products, and the deleted ISV is no
longer displayed on the Product List page.
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1.6.2. Apsara Distributed File System

Management

1.6.2.1. Apsara Distributed File System
1.6.2.1.1. Dashboard

The Dashboard module allows you to view the overview information, health heatmap, and data of the
top five clusters of a service.

Procedure

1.
2.
3.

Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click O&M.

In the left-side navigation pane, choose Apsara Distributed File System Management >
Dashboard.

. Select the service that you want to view fromthe Service drop-down list.

The Apsara Distributed File System module shows the overview information, health heatmap, and
data of top five clusters of a service for the current date.

o Overview

The Overview section shows the storage space, server information, and health information of the
service. In the Healt h column, values that are greaterthan 0 are displayed in red.

o Heatmap of Health

The Heatmap of Health section shows the health information of all clusters within the specified
service. Clusters in different health states are displayed in different colors:

m Greenindicates that the cluster is working normally.

Yellow indicates that the cluster has an alert.

Red indicates that the cluster has an exception.

Dark red indicates that the cluster has a fatal error.

m Grey indicates that the clusteris disabled.

Clickthe name of an enabled clusterto go to the Cluster Details page.

Move the pointer over the color block of each clusterto view the corresponding service name,
server name, and IP address.
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~ Heatmap of Health

o Data of Top 5 Services

The Data of Top 5 Services section shows the data of the top five healthiest clusters of the
specified service forthe current date overthe time range from 00:00 to the current time.

This section shows the top five clusters in terms of abnormal disk usage, abnormal masters,
abnormal disks, and abnormal chunk servers. Click the name of a clusterto go to the Cluster
Det ails page.

v Data of Top 5 Services{Jan 8, 2020, 00:00:00 ~ Jan 6, 2020, 20:31:00)

Cluster Name

1.6.2.1.2. Clusters

The Clusters module allows you to view the overview information, alert monitoring information, replica
information, trend charts, and rack information of a cluster.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
Clusters.

On the page that appears, the data of the first clusterin the Cluster Name drop-down list is
displayed.

4. Select the cluster that you want to view fromthe Cluster Name drop-down list. The following
information is displayed:

@ Note Allthe enabled clusters in the current environment are displayed in the Cluster
Name drop-down list.

o QOverview
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This section shows the storage space, device information, and health information of the
specified cluster. In the Health column, values that are greaterthan 0 are displayed in red.

o Alert Monitor

This section shows the alert information of the specified cluster. You can query data by
keywords.

Fuzzy Search:

Replica
This section shows the replica information of the specified cluster.
Run Chart of Clusters

This section shows the charts of historical usage, predicted usage, number of files, number of
chunk servers, and number of disks for the specified cluster.

Predicted disk usage shows the run chart of the next seven days.

@ Note The disk usage can be predicted only when historical disk usage data exist. Some
clusters may not have predicted disk usage data.

o Rack Information

This section contains Storage and Servers in Rack.
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m Servers in Rack shows the number of machines in each rack in the specified cluster.

Servers in Rack

m Storage shows the total and used storage of each rackin the specified cluster.

1.6.2.1.3. Nodes

The Nodes module allows you to view the information about master and chunk servers within a cluster.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
Nodes.

Onthe page that appears, the data of the first clusterin the Cluster Name drop-down list is
displayed, including the information about master and chunk servers.

4. Select the name of the cluster that you want to view fromthe Cluster Name drop-down list. The
following information is displayed.

(@ Note Allthe enabled clusters in the current environment are displayed in the Cluster
Name drop-down list.

o Master Info

This section shows the master node information of the specified cluster. You can click Refresh in
the upper-right corner of the section to refresh the master node information of the cluster.
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Cluster Mame: | EC:

v Master Info

SECOMDARY

PRIMARY

o Chunk Server Info

This section shows the chunk server information of the specified cluster. You can click Refresh in
the upper-right corner of the section to refresh the chunk server information of the specified

cluster. You can click the g icon in front of a serverto view the disk and SSD cache information

of the server. Fuzzy search is supported in this section.

DiskBroken Disks/Disks =n Status
NORMAL

NORMAL

NORMAL

NORMAL

NORMAL

1.6.2.1.4. Operations and maintenance

The Operations and Maintenance module allows you to view the status of each cluster.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
Operations and Maintenance.

4. Select a service fromthe Service drop-down list to view the cluster status of the service.
Clusters are displayed in different colors based on their health status.
o Green indicates that the clusteris running normally.
o Yellow indicates that the cluster has a warning.
o Red indicates that the cluster has an exception.

Dark red indicates that the cluster has a fatal error.

(e]

(e]

Grey indicates that the cluster is disabled.
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ECS-08-A-eh3T

5. Move the pointer over a cluster name to view the service name, server name, and IP address of the
cluster.

1.6.2.1.5. Modify cluster thresholds

By default, the thresholds for all clusters are configured by the system. You can modify these
thresholds for storage usage, chunk server, and disk of each cluster based on your needs.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
Settings.

4. Inthe Cluster Name drop-down list, select a cluster for which you want to modify the thresholds.

5. Inthe lower part of the page, click Modify and configure the parameters.

Cluster Mame: | EI

Threshold

Cluster Water Level -

Warn Threshold
Error old
Fatal Error Threshold

Chunk Server:

The following table describes the parameters.

Parameter Description
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Parameter

warn Threshold

Cluster Water Level Error Threshold

Fatal Error
Threshold

warn Threshold
(Abnormal Chunk
Server Quantity)

Chunk Server

Error Threshold
(Abnormal Chunk
Server Ratio)

Description

When the storage usage of the cluster is greater
than or equal to this value, a warning alert is
triggered and the health heatmap of the cluster is
displayed in yellow. Value range: (0,100].

The default threshold for the cluster storage
usage is 65%.

Note: The fatal error threshold value must be
greater than the error threshold value, and the
error threshold value must be greater than the
warning threshold value.

When the storage usage of the cluster is greater
than or equal to this value, an error alert is
triggered and the health heatmap of the cluster is
displayed in red. Value range: (0,100].

The default threshold for the cluster storage
usage is 85%.

Note: The fatal error threshold value must be
greater than the error threshold value, and the
error threshold value must be greater than the
warning threshold value.

When the storage usage of the cluster is greater
than or equal to this value, a fatal-error alert is
triggered and the health heatmap of the cluster is
displayed in dark red. Value range: (0,100].

The default threshold for the cluster storage
usage is 92%.

Note: The fatal error threshold value must be
greater than the error threshold value, and the
error threshold value must be greater than the
warning threshold value.

When the number of abnormal chunk servers is
greater than or equal to this value, a warning
alert is triggered and the health heatmap of the
cluster is displayed in yellow.

The default threshold for the number of
abnormal chunk servers is 1.

If the ratio of abnormal chunk servers to all the
chunk servers is greater than this value, an error
alert is triggered and the health heatmap of the
cluster is displayed in red.

The default threshold for the ratio of abnormal
chunk servers to all the chunk servers is 10%.
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6.

Parameter
warn Threshold
(Abnormal Disk
Quantity)

Disk

Error Threshold
(Abnormal Disk
Ratio)

Description

When the number of abnormal disks is greater
than or equal to this value, a warning alert is
triggered and the health heatmap of the cluster is
displayed in yellow.

The default threshold for the number of
abnormal disks is 1.

When the ratio of abnormal disks to all the disks
is greater than this value, an error alert is
triggered and the health heatmap of the cluster is
displayed in red.

The default threshold for the ratio of abnormal
disks to all the disks is 10%.

@ Note To reset the configurations, you can click Cancel to cancel the current

configurations.

ClickSave.

1.6.2.2. EBS
1.6.2.2.1. EBS dashboard

The EBS Dashboard module allows you to view the overview information and cluster usage trend charts
of EBS clusters.

Procedure

1.
2.

Log on to the Apsara Uni-manager Operations Console.

Inthe top navigation bar, click O&M.

Dashboard.

. Inthe left-side navigation pane, choose Apsara Distributed File System Management > EBS

On the page that appears, cluster overview information and cluster usage trend charts of all EBS

clusters are displayed.

. View the following information:

. Select a clusterfromthe Cluster Name drop-down list.

o The Overview section shows data overview information of the selected cluster, including the
storage space, server information, and health information.

In the Health section, when the value of Abnormal Disks, Abnormal Masters, Abnormal
Block GcWorker, or Abnormal Block Servers is greater than 0, the corresponding value is

displayed in red.

o TheTrend Chart of Cluster Usage section shows the storage usage curve of the clusterfor

the last 30 days.
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1.6.2.2.2. Block master nodes operations

The Block Master Operations module shows the block master node information of Elastic Block Storage
(EBS) clusters, including the IP addresses and roles. The module also allows you to switch the role of a
node to LEADER as well as query and configure flags.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

N

. Inthe top navigation bar, click O&M.

w

. Inthe left-side navigation pane, choose Apsara Distributed File System Management > Block
Master Operations.

On the page that appears, the master node list and cluster information of the first clusterinthe
Cluster Name drop-down list are displayed.

4. Select acluster fromthe Cluster Name drop-down list.
5. Inthe Master List section, performthe following operations:
o View the master node list
You can view the master node information of the selected cluster, including the IP address, role,

log ID, and status.

v  Master List

MNode Address Role Logld

EC:LLDWE 176424500 NORMAL Switch to LEADER Query Flag More

EC:LLDWE 176424602 NORMAL Switch to LEADER Query Flag More

LEADER 176424605  NORMAL Query Flag  Configure Flag  More

o Switchto LEADER

A LEADER role for a master node has the same features as a FOLLOWER role, including controlling
and scheduling resources, as well as controlling deployment and service configurations.

If a node inthe master node list assumes a FOLLOWER role, you must switch its role to LEADER.
Click Switch to LEADER inthe Actions column. In the message that appears, click OK.

o Query aflag

In the master node list, click Query Flag inthe Actions column corresponding to a node. Inthe
dialog box that appears, set flag_key and click Submit. The deployment and service
configurations of the block master node are displayed.

Performthe following steps to query the flag_key value:

a. Inthe left-side navigation pane of the Apsara Infrastructure Management Framework
console, choose Operations > Cluster Operations.

b. Enter EBS in the Cluster search box.
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c. Find the EBS cluster and click the cluster name.
d. Clickthe Configure tab.

e. Find the pangu_blockmaster flag.jsonfile in /services/EbsBlockMaster/user/pangu_blockma
ster.

The flag_key values of all block master nodes are stored inthe pangu_blockmaster flag.json
file.

o Configure aflag

If you want to modify the deployment and service configurations of a block master node, you
can configure a flag and assign it to the node.

In the master list, find a node that assumes the LEADER role and click Configure Flag inthe
Actions column. In the dialog box that appears, configure the parameters and click OK.

The following table describes the parameters.
Parameter Description

The flag key. The value of this parameter is
obtained from the service template of the EBS
cluster that is stored in the pangu_blockmaster_
flag.jsonfile.

flag_key

flag_value The customized flag value.

The flag type. Valid values:
= int

flag_type = bool
® string

= double

o Checkthe maser node status

In the master node list, choose More > Check Master Status inthe Actions column
corresponding to a node.

o Query the version information

In the master node list, choose More > Query Version Information inthe Actions column
corresponding to a node.

6. Inthe Cluster Overview section, you can query the disk size, number of segments, total storage
size, and storage usage of the cluster.

1.6.2.2.3. Block server operations

The Block Server Operations module shows the block server node information of Elastic Block Storage
(EBS) clusters, including the IP address, status, and real-time server load. The module also allows you to
query and modify flags, configure server node status, as well as add nodes to and delete nodes from
blacklists.

Procedure
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. Log onto the Apsara Uni-manager Operations Console.
. Inthe top navigation bar, click O&M.

. Inthe left-side navigation pane, choose Apsara Distributed File System Management > Block

Master Operations.

On the page that appears, the information of the first clusterin the Cluster Name drop-down list
is displayed.

. Select a cluster fromthe Cluster Name drop-down list.

. Inthe Server List section, performthe following operations:

o View the server node list

You can view the server node information of the cluster, including the IP addresses, status,
number of segments, and real-time load (read IOPS, write IOPS, read bandwidth, write
bandwidth, read latency, and write latency).

o Query aflag

In the server list, find a node and click Query Flag inthe Actions column. In the dialog box that
appears, set flag_key and click Submit. The deployment and service configurations of the block
server node are displayed.

Performthe following steps to query the flag_key value:

a. Inthe left-side navigation pane of the Apsara Infrastructure Management Framework
console, choose Operations > Cluster Operations.

b. Enter EBS inthe Cluster search box.
c. Find the EBS cluster and click t he cluster name.
d. Clickthe Configure tab.

e. Find the pangu_blockserver flag.jsonfile in /services/EbsBlockServer/user/pangu_blockserve
r.

The flag_key values of all block server nodes are stored in the pangu_blockserver flag.json
file.

o Configure aflag

In the server list, find a node and click Configure Flag inthe Actions column. In the dialog box
that appears, set flag_key and flag_value, select flag_type, and then click OK.

The following table describes the parameters.
Parameter Description

The flag key. The value of this parameter is
obtained from the service template of the EBS

flag_key cluster that is stored in the pangu_blockserver fl
ag.jsonfile.
flag_value The customized flag value.
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Parameter Description

The flag type. Valid values:
= jnt

flag_type = bool
® string

= double

o Configure the server node status

In the server list, find a node and choose More > Set Server Status inthe Actions column. In
the dialog box that appears, specify the server node status and click OK.

The following table describes the server node status.

Status Description

NORMAL The node is running normally.
DISCONNECTED The node is disconnected.
OFFLOADING The node is being disabled.
OFFLOADED The node has been disabled.
UPGRADE The node has been upgraded.
RECOVERY The node has been restored.

o Query the version information

In the server list, find a node and choose More > Query Version Information inthe Actions
column. In the dialog box that appears, view the version information of the block server node.

6. Inthe Block Server Blacklist section, performthe following operations:
o Add a block server node to the blacklist

In the upper-right corner of the Block Server Blacklist section, click Add. In the dialog box that
appears, select the IP address of the block server node that you want to add to the blacklist and
click OK.

The block server node that is added to the blacklist is disabled and no longer provides services.
o View the block server blacklist

In the Block Server Blacklist section, you can view all block server nodes that are added to the
blacklist.

o Remove a block server node fromthe blacklist

In the Block Server Blacklist section, find the block server node that you want to remove from
the blacklist and click Delete inthe Actions column. In the message that appears, click OK.

The block server node that is removed fromthe blacklist can continue to provide services.
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1.6.2.2.4. SnapShotServer

The SnapShotServer module shows the snapshot server node information of EBS clusters, including the
IP address, status, and other performance parameters. The module also allows you to query and modify
flags and configure snapshot server node status.

Procedure

1.

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.
3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
SnapShotServer.
On the page that appears, the information of the first clusterin the Cluster Name drop-down list
is displayed.
4. Select acluster fromthe Cluster Name drop-down list.
5. Performthe following operations:
o View the snapshot server node list
You can view snapshot server node information of the cluster, including the IP address, status,
loading rate, and the number of uploads, replicas, and delayed loadings.
v SnapShotServer List
Upload Lazyload
NORMAL Query Flag Configure Flag More
NORMAL Query Flag Configure Flag More
o Query aflag
In the snapshot server node list, find a node and click Query Flag inthe Actions column. Inthe
dialog box that appears, set flag_key and click Submit. The deployment and service
configurations of the snapshot server node are displayed.
Performthe following steps to query the flag_key value:
a. Inthe left-side navigation pane of the Apsara Infrastructure Management Framework
console, choose Operations > Cluster Operations.
b. Enter EBS in the Cluster search box.
¢. Find the EBS cluster and click the cluster name.
d. Clickthe Configure tab.
e. Find the pangu_snapshotserver flag.jsonfile in /services/EbsSnapshotServer/user/pangu_sn
apshotserver.
The flag_key values of all snapshot server nodes are stored inthe pangu_snapshotserver fla
g.jsonfile.
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o Configure aflag

In the snapshot server node list, find a node and click Configure Flag in the Actions column. In
the dialog box that appears, set flag_key, flag_value, and flag_type, and click OK.

The following table describes the parameters.

Parameter Description

The flag key. The value of this parameter is
flag_key obtained from the service template of the EBS
- cluster that is stored in the pangu_snapshotserv
er flag.jsonfile.

flag_value The customized falg value.

The flag type. Valid values:
= jnt

flag_type = bool
m string

= double

o Configure the snapshot server node status

In the snapshot server node list, find a node and choose More > Set snapshotserver Status in
the Actions column. In the dialog box that appears, select the snapshot server node status and
click OK.

The following table describes the snapshot server node status.

Status Description

NORMAL Indicates that the node is running normally.
DISCONNECTED Indicates that the node is disconnected.
OFFLOADING Indicates that the node is being disabled.
OFFLOADED Indicates that the node is disabled.

o Query the version information

In the snapshot server node list, find a node and choose More > Version Information in the
Actions column. In the dialog box that appears, view the version information of the node.

1.6.2.2.5. Block gcworker operations

The Block Gcworker Operations module allows you to view the IP addresses and status of block
gcworker nodes in Elastic Block Storage (EBS) clusters. You can also query and modify flags, configure
the gcworker node status, and query version information.

Procedure
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. Log onto the Apsara Uni-manager Operations Console.
. Inthe top navigation bar, click O&M.

. Inthe left-side navigation pane, choose Apsara Distributed File System Management > Block

Gcworker Operations.

On the page that appears, the information of the first clusterin the Cluster Name drop-down list
is displayed.

. Select a cluster fromthe Cluster Name drop-down list.

. Performthe following operations:

o View the gcworker node list

You can view the IP addresses and status of the block gcworker nodes in the selected cluster.

w  GcWorker List

Mode Address

NORMAL Query Flag Configure Flag More

NORMAL Query Flag Configure Flag More

o Query aflag

In the gcworker node list, find a node and click Query Flag inthe Actions column. In the dialog
box that appears, set flag_key and click Submit. The deployment and service configurations of
the block gcworker node are displayed.

Performthe following steps to query the flag_key value:

a. Inthe left-side navigation pane of the Apsara Infrastructure Management Framework
console, choose Operations > Cluster Operations.

b. Enter EBS inthe Cluster search box.
c. Find the EBS cluster and click t he cluster name.
d. Clickthe Configure tab.

e. Find the pangu_blockgcworker flag.jsonfile in /services/EbsBlockGCWorker/user/pangu_blo
ckgcworker.

The flag_key values of all block server nodes are stored in the pangu_blockgcworker flag.jso
nfile.

o Configure aflag

In the gcworker node list, find a node and click Configure Flag inthe Actions column. Inthe
dialog box that appears, set flag_key, flag_value, and flag_type, and click OK.

The following table describes the parameters.
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Parameter Description

The flag key. The value of this parameter is
obtained from the service template of the EBS
cluster that is stored in the pangu_blockgcworke
r_flag.jsonfile.

flag_key

flag_value The customized flag value.

The flag type. Valid values:
= int

flag_type = bool
® string

® double

o Configure the gcworker node status

In gcworker node list, find a node and choose More > Configure gcworker Status inthe
Actions column. In the dialog box that appears, specify the gcworket node status and click OK.

The following table describes the gcworker status.

Status Description

NORMAL Indicates that the node is running normally.
DISCONNECTED Indicates that the node is disconnected.
OFFLOADING Indicates that the node is being disabled.
OFFLOADED Indicates that the node is disabled.

o Query the version information

In the gcworker node list, find a node and choose More > Query Version Information inthe
Actions column. In the dialog box that appears, view the version information of the block
gcworker node.

1.6.2.2.6. Device operations

The Device Operations module allows you to view disk information in Elastic Block Storage (EBS) clusters
such as the disk ID, status, capacity, and type. You can also perform flush operations, modify disk
configurations, query segment information, and open, close, delete, and restore devices.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
Device Operations.

On the page that appears, the information of the first clusterin the Cluster Name drop-down list
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is displayed.

o

. Select a cluster fromthe Cluster Name drop-down list.

. Performthe following operations:

View the device list

You can view the total number of devices, the total logical space of devices, and information
about each device in the cluster, including the device ID, status, logical capacity, number of
segments, mode, and flags.

v Device List

Global Flush Global Check Segment Check Cloud Disk Status

Logical

Device Id Capacity(GB) Segments Flag Bit Actions

NORMAL 2048.00 c-S Query Device Information Delete More

Check global segments

In the upper-right corner of the Device List section, click Global Check Segment. You can view
all the segments in the selected cluster and theirindexes and statuses.

Check disk status

In the upper-right corner of the Device List section, click Check Cloud Disk Status. You can
view the number of invalid disks in the selected cluster.

Query device information

In the device list, click Query Device Information inthe Actions column corresponding to a
device. In the dialog box that appears, view the disk information such as the disk ID, status, and
capacity.

Delete a device
In the device list, click Delete in the Actions column corresponding to a device.

Afteryou delete the device, its status becomes DELET ING, and the device is unavailable. You are
not allowed to perform operations such as enabling the device or modifying the configurations.

Restore a device

In the device list, find a deleted device that is in the DELETING state and click Restore inthe
Actions column. In the message that appears, click OK to restore the deleted device to its
normal state.

Afteryou restore the device, it becomes available. You can perform operations such as enabling
the device and modifying the configurations.

Enable a device

In the device list, find a device and choose More > Enable inthe Actions column. In the dialog
box that appears, configure the required parameters and click Submit .

@ Note Youcan perform read and write operations on a disk only after the disk is
enabled.

The following table describes the parameters for enabling a device.
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Parameter Description

Optional. Specifies the client on which the disk is
enabled. The client IP address is the IP address

client_ip of the block server. If the client IP address is not
specified, the IP address of the local server is
used.

Specifies a string as a token to be used to

token disable the device.
Specifies the disk mode. Valid values:
= ro: read-only

mode

® rw: read and write

Default value: rw.

o Disable a device

) Notice Aftera diskis disabled, data can no longer be read from or written to the disk.
Proceed with caution.

In the device list, find a device and choose More > Disable inthe Actions column corresponding
to the device. In the dialog box that appears, configure the parameters and click Submit .

The following table describes the parameters for disabling a device.

Parameter Description

Specifies the client IP address of the disk to be
client_ip disabled. If the client IP address is not specified,
the IP address of the local server is used.

Specifies the token used to disable the device.
The token is configured when the device is

token enabled.

You can query the token by running the dev -
query command on a server in the EBS cluster.

Specifies the current openversion of the device if
the client IP address is not specified. If a client IP
address is specified, you do not need to specify

the openversion.
open_ver

You can query the openversion by running the
dev -query command on a server in the EBS
cluster.

o Flush

In the device list, find a device and choose More > Flush inthe Actions column corresponding
to the device. In the dialog box that appears, configure the parameters and click Submit .
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The following table describes the parameters.
Parameter Description

Select the segment to be flushed.

segment If you do not specify this parameter, all
segments are flushed.

Specifies whether to flush the index file. Valid

values:

ifnsw . ) )
® 0: specifies to flush the index file.
® 1: specifies not to flush the index file.
Specifies whether to flush the data files. Valid
values:

dfnsw

® 0: specifies to flush the data files.

® 1: specifies not to flush the data files.

o Globalflush
You can performthe flush operation to clear the transaction logs of disks or segments.

Onthe right of the Device List section, click Global Flush. In the dialog box that appears, select
if nsw and df nsw, and click OK. Then, the transaction logs of all the disks or segments in the
current cluster are flushed.

o Query the configuration status

In the device list, find a device and choose More > Query Configuration Status inthe Actions
column corresponding to the device. In the dialog box that appears, enter config_ver and click
OK. You can determine whether the disk is configurable based on the check result.

config_veris the config_version parameter of the queried device information.
o Modify device configurations

You can modify the configurations of a disk, such as the compression algorithms, storage modes,
and whether to enable data compression.

In the device list, find a device and choose More > Modify Device Configurations inthe
Actions column corresponding to the device. In the dialog box that appears, modify the
parameters and click OK.

The following table describes the parameters.

Parameter Description

Specifies whether to enable data compression. Valid values:

compress ® enable

m disable
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Parameter

algorithm

ec

data_chunks

parity_chunks

packet_bits

copy

storage_mode

cache

storage_app_name

simsuppress

baselatency
consumespeed
lat80th
lat9oth

lat99th

o Query segment information

Description

Specifies a data compression algorithm. Valid values:
® 0: specifies not to use data compression algorithms.
m 1: specifies to use the snappy data compression algorithm.

m 2: specifies to use the [z4 data compression algorithm.

Specifies whether to enable the EC storage mode. Default value:
disable. Valid values:

® enable

m disable

Specifies the number of data chunks. Default value: 8.
Specifies the number of parity chunks. Default value: 3.

Specifies the size of a single data block in ec mode. Default value:
15.

Specifies the number of data replicas. Default value: 3.

Specifies the storage mode of the disk.

Specifies whether to enable the cache mode. Default value: 0.
Valid values:

® (Q: disables the cache mode.

® 1: enables the cache mode.

Specifies the data storage name.

Specifies whether to enable the delay simulation feature. Default
value: disable. Valid values:

= enable

= disable

Specifies the basic latency. Default value: 300.

Specifies the processing speed. Default value: 256 bit/ps.
Specifies the quantile jitter control of the latency as 80%.
Specifies the quantile jitter control of the latency as 90%.

Specifies the quantile jitter control of the latency as 99%.
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In the device list, find a device and choose More > Segment Information inthe Actions
column corresponding to the device. In the dialog box that appears, view the information about
the segments, such as the index and status.

o Check asegment

In the device list, find a device and choose More > Check Segment inthe Actions column
corresponding to the device. Inthe dialog box that appears, select the segment to be checked
and click Submit .

1.6.2.2.7. Enable or disable Rebalance

When segments are unevenly distributed in a block server, you can enable the Rebalance feature to
redistribute the segments. After you redistribute the segments, you can disable Rebalance.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
Rebalance.

4. ClickEnable Rebalance orDisable Rebalance.
Afteryou click Enable Rebalance, the status of Rebalance changes to running.

Afteryou click Disable Rebalance, the status of Rebalance changes to stopped.

 Rebalance Information

Disable Rebalance

Variance of the number of segments on all
Segments per BS BSs, indicating whether the segments are
distributed equally

running 17067 16.98

1.6.2.3. miniOSS

The miniOSS module provides features such as monitoring dashboard, user management, permission
and quota management, array monitoring, and system management.

1.6.2.3.1. Monitoring dashboard

This topic describes how to view the overview, bucket usage heatmap, user quota usage heatmap,
usage trends, and network traffic trends of miniOSS in the system, and download logs to your
computer.
Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.
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3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
miniOSS > Dashboard.

4. Onthe page that appears, view the following information:
o Overview

This section shows the bucket information, user information, and healt h information of miniOSS.

In the Health section, if the value of Abnormal Bucket Watermark or Abnormal User Quota
Watermarks is greater than 0, the corresponding value is displayed in red.

o Bucket Watermark Heat map
This section shows the bucket capacity usage.

The number of sections in Bucket Watermark Heatmap is the same as the value of Buckets in
Overview. Buckets are displayed in different colors based on their usage status.

Green indicates that the bucket is working properly.

Yellow indicates that the bucket has a warning.

Red indicates that the bucket has an exception.

Dark red indicates that the bucket has a fatal error.

Grey indicates that the bucket is disabled.

Move the pointer over a bucket section to view the usage of the bucket.

adb-test0]

v 4E% armiark Heatmap

adb-testll asrbr-backuprds...  asrbr-rds-backup... autotest-03f5EH0... 3

autotest-al 7739 autotest-b659a8_ autotest-c1902_ autotest-o69014_ 3

o User Quota Watermark Heat map
This section shows the user quota usage information.

User quota usage = Used capacity of all buckets of the user/Total capacity of all buckets of the
user. Buckets are displayed in different colors based on their usage status.

Green indicates that the bucket is working properly.

Yellow indicates that the bucket has a warning.

Red indicates that the bucket has an exception.

Dark red indicates that the bucket has a fatal error.

Grey indicates that the bucket is disabled.

Move the pointer over a section to view the percentage of capacity used by all buckets of a
user.
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o Watermark Trend

This section shows the historical and predicted data usage of a user or bucket. Usage represents
the disk usage, and usage of a user indicates the disk usage of buckets.

Usage trend data is based on scheduled tasks in the system. The system stores or updates data
every 30 minutes.

Select a bucket or user fromthe drop-down list to view the corresponding usage trends.

@ Note Youcanentera keyword of a Bucket Name orUsername to performa fuzzy
search.

The top 10 datainterms of the bucket usage is displayed on the right. Click a bucket name in the
top 10 data to view the usage trends of the bucket on the left.

¥ Watermark Trend

Network Traffic Trend

This section shows the daily network traffic data of miniOSS in the last month, including the
normal network traffic, abnormal network traffic, average weekly network traffic, and average
monthly network traffic.

Network traffic trends are displayed in different colors based on status.
m Green indicates that the network traffic is normal.

= Yellow indicates that the network traffic is abnormal.

m Orange indicates the average weekly network traffic.

m Blue indicates the average monthly network traffic.

5. (Optional)in the Download Log section, clickDownload Log Package and use the download URL

to download logs to your computer for subsequent review and analysis.

The packaging and download of the logs take about five minutes.
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1.6.2.3.2. User management

The User Management module has the User List, Bucket List of User, and Network Traffic Control
sections. You can use this module to view user information, network traffic bandwidth, and the list of
user buckets.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
miniOSS > User Management.

4. Onthe page that appears, performthe following operations:
o View user information
By default, all users including the administrator and common users are displayed in the list.

Click View All in the Actions column corresponding to a user. In the dialog box that appears,
view the AccessKey secret of the user.

In the User List section, enter three characters of the username, such as def, and press the Enter
key or click the Search icon. This section shows information such as the username, user role,
Accesskey, and network traffic bandwidth of the users that meet the search condition.

@ Note Afterthe searchis complete, click Refresh to view all the users in the list.

o View the bucket information of a user

In the User List section, click a username. In the Bucket List of User section, view the
corresponding bucket information, including the bucket name, bucket ACL, user ACL, quota, and
bucket creation time of the user.

In the Bucket List of User section, enter five characters of the bucket name, such as atest, and
press the Enter key or click the Search icon. The information of the buckets that meet the search
condition is displayed.

@ Note Afterthe searchis complete, click Refresh to view all the information of all
buckets.

> Document Version: 20210719 102



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

o Add a bucket fora common user
€D Notice You can add a bucket only for a common user, instead of for an administrator.

In the User List section, find the common user for whom you want to add a bucket and clickthe
username. In the Bucket List of User section, click Add. In the dialog box that appears, enter
the quota and click OK.

@ Note Enteran integerfrom0 to 4094 as the quota. Unit: GB.

Allocate Bucket

Cancel

o View the network traffic bandwidth of a user

In the User List section, find the user whose network traffic bandwidth you want to view and
click the username. In the Network Traffic Control section, view the network traffic bandwidth
of the user.

o Modify the network traffic bandwidth of a user

In the User List section, find the user whose network traffic bandwidth you want to modify and
click the username. In the Network Traffic Control section, click Modify to modify the network
traffic bandwidth of the user. Then, click Save. The traffic bandwidth value must be 0 ora
positive integer.

v Metwork Traffic Contrel

Wetwork Traffic Bandwidth

1.6.2.3.3. Permission and quota management

The Permission/Quota Management module allows you to view the bucket list and user lists of buckets,
as well as add, modify, and delete buckets.

Procedure
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1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Apsara Distributed File System Management >
miniOSS > Permission/Quota Management.

4. Performthe following operations:
o View bucket information

By default, all buckets are displayed in the bucket list. In the Bucket List section, you can view
basic information such as the names, ACLs, quotas, and network traffic bandwidth for all
buckets.

In the upper-left corner of the section, enter a keyword of the bucket name in the search box
and press the Enter key or click the Search icon. The information of the buckets that meet the
search conditions is displayed.

@ Note Afterthe searchis complete, click Refresh to view all the buckets in the list.

o Add a bucket

Inthe Bucket List section, click Add. In the dialog box that appears, enter the bucket name and
click OK. The bucket name must be 3 to 63 characters in length. It can contain only lowercase
letters, digits, hyphens (-), and cannot start or end with a hyphen (-).

o Modify a bucket

In the Bucket List section, click Modify inthe Actions column corresponding to a bucket. Inthe
dialog box that appears, modify the bucket ACL, quota, and network traffic bandwidth, and click
OK.

o Delete a bucket

In the Bucket List section, click Delete inthe Actions column corresponding to a bucket. Inthe
message that appears, click OK.

o View the userinformation of the user to which a bucket belongs

In the Bucket List section, click a bucket name to view the user information related to the
bucket inthe User List of Bucket section.

In the upper-left corner of the section, enter a keyword of the username in the search box and
press the Enter key or click the Search icon. The information of the users that meet the search
conditions is displayed.

@ Note Afterthe searchis complete, clickRefresh to view the information of all the
users.

1.6.2.3.4. Array monitoring

The Array Monitoring module allows you to view the running status of devices.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.

> Document Version: 20210719 104



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con

sole

3.

In the left-side navigation pane, choose Apsara Distributed File System Management >
miniOSS > Array Monitoring.

View the running status of each device.
By default, you can view the status information of all devices.

Device types include rack, controller, hard drive, rack battery, power supply unit (PSU), fan, FC port,
iSCSI port, SAS port, USB port, cluster node, cluster system, block storage, volume information,
storage pool information, host, NFS service, CIFS service, FTP service, and file system.

Values in different colors indicate different states:

o Green indicates that the device is online or is running normally.
o Yellow indicates that the device is offline.
o Red indicates that the device has an exception.

In the upper part of the page, click Click to go to the array GUI.

1.6.2.3.5. System management

The System Management module allows you to modify the bucket watermark threshold and user
watermark threshold.

Procedure

1.
2.
3.

Log on to the Apsara Uni-manager Operations Console.
In the top navigation bar, click O&M.

In the left-side navigation pane, choose Apsara Distributed File System Management >
miniOSS > System Management.

. Performthe following operations:

o Modify the bucket usage threshold
a. Inthe Bucket Watermark Threshold section, clickModify.

b. Entervalues greaterthan 0 and less than or equalto 100 in the Warning Value, Error Value,
and Fatal Error Value fields. Make sure that the warning value is less than the error value and
the errorvalue is less than the fatal error value.

c. ClickSave.
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1

o Modify the user usage threshold
a. Inthe User Watermark T hreshold section, click Modify.

b. Entervalues greaterthan 0 and less than or equalto 100 in the Warning Value, Error Value,
and Fatal Error Value fields. Make sure that the warning value is less than the error value and
the error value is less than the fatal error value.

c. ClickSave.

.6.3. Task Management

The system allows you to run operations scripts on the cloud platform, which reduces your actions by

usi

ing command lines, lowers misoperations, and improves the security and stability of the cloud

platform.

1

.6.3.1. Overview

This topic describes the features of the Task Management module.

The Task Management module has the following features:

1

Supports task overview and allows you to create tasks in a quick manner.
Supports four task execution modes: manual, scheduled, regular, and advanced.

Supports the breakpoint feature for scripts, which allows a taskto be paused between two scripts
to wait for manual intervention.

Allows you to query tasks by name, status, and creation time.
Allows you to upload scripts by using .tar packages.

.6.3.2. View task overview

The Task Overview page shows the overall running conditions of tasks in the system. You can also
create tasks on this page.

Procedure

1.

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Task Management > Overview.

The T ask Overview page appears.
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Dashboard Tasks To Be Intervened

Pending for InterventiorRunning

O= Ou 0

Task Name Task Description Start Time Actions

Create Task Creale Task

Running Status in Last 7 Days

Running Tasks(Running fime more than 1 day)

Running
Duration

Task

Description Target Group Start Time

Task Name

4. Performthe following operations:

o Inthe Dashboard section, view the number of tasks that are in the Pending for Intervention,
Running, Failed, orCompleted state.

Click a state or number to view tasks in the corresponding state.
o Inthe Create Task section, clickCreate Task to create an operations task.
For more information about how to create a task, see Create a task.

o If atask has a breakpoint and reaches the breakpoint, the task stops and waits for manual
confirmation to proceed. You can view and process tasks that require manual intervention in the
Tasks To Be Intervened section.

o Inthe Running Status in Last 7 Days section, view the run trend and success information of
tasks within the last seven days.

o Inthe Running Tasks (Running time more than 1 day) section, view the running status of
tasks within the last 24 hours.

1.6.3.3. Create a task

You can make regular modifications as tasks to run in the Apsara Uni-manger Operations Console.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
In the top navigation bar, click O&M.
In the left-side navigation pane, choose Task Management > T asks.

Click Create.

ok wonN

In the dialog box that appears, configure the parameters.
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Create Task

Parameter Description
Task Name The name of the 0O&M task.
Task Description The description of the O&M task.

The task target. You can use one of the following methods to
configure the target group:

o Select a product. Enter the VM or physical machine in the field
and press the Enter key. You can enter multiple VMs or physical
Target Group machines in sequence.

o Click the . icon next to Target Group. In the dialog box that

appears, enter the target group, with one VM or physical machine
in one line. Click OK.

> Document Version: 20210719 108



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

Parameter Description

Optional. This option appears after you specify the target group.

If Execution Batch is not specified, Target Group is displayed in
the Target Group column, which can be viewed by choosing Task
Management > Tasks. If Execution Batch is specified, Batch
Execution Policy is displayed in the Target Group column.

You can set Execution Batch to one of the following options:
o Default Order

By default, if the number of machines is less than or equal to 10,
the machines are allocated to different batches, with one
machine in batch 1, one machine in batch 2, two machines in
batch 3, three machines in batch 4, and the rest machines in
batch 5. You can change the number of machines in each batch.

Execution Batch

By default, if the number of machines is greater than 10, the
machines are allocated to different batches, with one machine in
batch 1, three machines in batch 2, five machines in batch 3, N/3-
1 (an integer) machines in batch 4, N/3-1 (an integer) machines in
batch 5. You can change the number of machines in each batch.

o Single-Machine Order: By default, each batch has one machine.
You can change the number of machines in each batch.

If Execution Batch is specified, Execution Method can be set
only to Manual Execution.

If Execution Batch is not enabled, you can select one of the
following execution methods:

© Manual Execution: You must manually start the task. When
Manual Execution is selected, you must click Start inthe
Execution Method Actions column to run the task after the task is created.

o Scheduled Execution: Select the execution time. The task
automatically starts when the execution time is reached.

o Regular Execution: Select the time interval and times to run the
task. If the execution condition is met, the task starts again.

o Advanced: Configure the command to periodically run the task.

Click Add Script. Select one or more .tar packages to upload the
script file. After you upload a script, you can delete and re-upload
the script.

Add Script After you upload a script, if Execution Method is set to Manual
Execution, you must specify whether to enable Intervention
Required. If manual intervention is enabled, when you run the
script, the task is suspended and waits for manual intervention.

6. ClickCreate.

Result

The created task is displayed in the task list.
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1.6.3.4. View the execution status of a task

After ataskstarts, you can view its execution status.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.

3. Inthe left-side navigation pane, choose Task Management > Tasks.
4

. (Optional)On the Tasks page, enter the task name, select the task status, start date, and end date,
and then click Query.

5. Find the task that you want to view and click Target Group orBatch Execution Policy inthe
Target Group column.

@ Note If Execution Batch is not selected when you create a task, Target Group is
displayed inthe Target Group column. If Execution Batch is selected when you create a
task, Batch Execution Policy is displayed in the Target Group column.

End Time :Nov 22. 2019, 14:08:48

10, 14:43:52

. 2018, 14:44:04

6. Inthe dialog box that appears, view the task execution status based on the machine color. Click a
machine name to view the task execution results on it.

Batch Execution Policy
Batchl Batch2 Batch3

BatchS
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1.6.3.5. Start a task

If you select Manual Execution when you create a task, you must manually start the task afterit is
Created.

Procedure

1.

b

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.
3.
4

In the left-side navigation pane, choose Task Management > T asks.

. (Optional)On the Tasks page, enter the task name, select the task status, start date, and end date,

and then click Query.

Find the task that you want to start and clickStart inthe Actions column.

. Inthe dialog box that appears, select the batches to start and click Start.

For a new task, after you click Start forthe first time, the system prompts you that the taskis
started. The virtual machines (VMs) or physical machines in batch 1 start to run the task. Click Start
again. You can select VMs or physical machines in one or more batches to run the task.

If the task has enabled Intervention Required, you must intervene the script after you click Start.
The value of Task Status is changed to Pending for Intervention, and the task can be resumed
only by clicking Continue inthe Actions column.

(DPending for Intervention

1.6.3.6. Delete a task

You can delete tasks that are no longer needed.

Procedure

1.

bl

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.
3.
4

In the left-side navigation pane, choose Task Management > T asks.

. (Optional)Enter a task name, select a task status, start date, and end date, and then click Query to

search for tasks.

Find the task that you want to delete and click Delete inthe Actions column.

. Inthe message that appears, click OK.
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1.6.3.7. Process tasks to be intervened

If atask reaches a breakpoint, the task stops and waits for manual confirmation. The task proceeds only
after you provide confirmation.

Procedure

1.

5.

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.
3.
4. Inthe Tasks To Be Intervened section, find the taskto be intervened and click Det ails inthe

In the left-side navigation pane, choose Task Management > Overview.

Actions column.

Tasks To Be Intervened

Task Mame Task Description Stant Time Acfions

testlH Dec 30, 2019, 10:58:45

Onthe T ask Details tab, check the information and click Continue forthe taskto continue.

1.6.3.8. Configure an XDB backup task

The XDB Backup module allows you to configure XDB data backups without using command lines. You
can configure and modify backup tasks on the XDB Backup page to regularly back up platformdata and
back up data in real time.

Procedure

1.

Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M.
3.
4. Onthe XDB Backup page, configure the parameters for the XDB backup task.

In the left-side navigation pane, choose Task Management > XDB Backup.

Parameter Description

The name of the XDB backup task. By default, the name is

Task N
ask Name xdbBackup and cannot be modified.

Task Description The description of the XDB backup task.
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Parameter Description

Required. The target of the XDB backup task. You can use one of
the following methods to configure the target group:

o Select the product, cluster, service, server role, and virtual
machine (VM) or physical machine in sequence.

o Select a product. Enter the VM or physical machine in the field
Target Group and press the Enter key. You can enter multiple VMs or physical
machines in sequence.

© Click the Jf icon next to Target Group. In the dialog box that

appears, enter the target group, with one VM or physical machine
in one line. Click OK.

Optional. This option appears after you specify the target group.
You can set Execution Batch to one of the following options:
o Default Order

By default, if the number of machines is less than or equal to 10,
the machines are allocated to different batches, with one
machine in batch 1, one machine in batch 2, two machines in
batch 3, three machines in batch 4, and the rest machines in
batch 5. You can change the number of machines in each batch.

By default, if the number of machines is greater than 10, the
machines are allocated to different batches, with one machine in
batch 1, three machines in batch 2, five machines in batch 3, N/3-
1 (an integer) machines in batch 4, and N/3-1 (an integer)
machines in batch 5,until all of the machines are allocated. N is
the total number of servers in the cluster. You can change the
number of machines in each batch.

Execution Batch

o Single-Machine Order: By default, each batch has one machine.
You can change the number of machines in each batch.

If Execution Batch is not specified, Execution Batch is disabled
by default, and Target Group is displayed inthe Target Group
column in the task list of the Task Management > Task
Management page. If Execution Batch is specified and saved,
Execution Batch is automatically enabled, and Batch Execution
Policy is displayed in the Target Group column.
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Parameter Description

If Execution Batch is specified, Execution Method can be set
only to Manual Execution.

If Execution Batch is not enabled, you can select one of the
following execution methods:

o Manual Execution: You must manually start the task. When
Manual Execution is selected, you must click Start in the
Actions column to run the task after the task is created.

o Scheduled Execution: You must select the execution time. The
Execution Method task automatically runs when the execution time is reached.

o Regular Execution: You must select the time interval and times
to run the task. If the execution condition is met, the task is run
again.

o Advanced: You must enter the crontab expression to configure
the command to run the task periodically.

For example, 02020 **? indicates that the task runs at 20:20
every day.

Execution Scripts By default, the system automatically loads the XDB backup script.

5. ClickCreate.

You can view the created XDB task in the task list of the Task Management > Task page. The
system automatically runs the XDB backup task when the task execution condition is met. If
Execution Method of the XDB backup taskis set to Manual Execution, you must start the
backup task based on the procedures described in O&M tools > Task management > Start a
task.

@ Note Afterthe XDB backup task s created, you can click Modify in the lower part of the
XDB Backup page to modify the information of the backup task.

After the XDB backup task is completed, 0&M engineers can view the backup file of each instance
inthe /alidata/xdb-backup/instance name directory on the backup server. The backup file name is
in the following format: instance name-timestamp (specific to day).tar. The temporary backup
information in the /alidata/xdb-backup-tmp directory of the temporary backup folderis
automatically deleted.

1.6.4. Apsara Infrastructure Management
Framework O&M

1.6.4.1. Old console
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1.6.4.1.1. What is Apsara Infrastructure Management

Framework?

This topic describes what Apsara Infrastructure Management Framework is fromthe aspects of core
functions and basic concepts.

1.6.4.1.1.1. Overview

Apsara Infrastructure Management Framework is a distributed data center management system, which
manages applications on clusters containing multiple machines and provides the basic functions such as
deployment, upgrade, expansion, contraction, and configuration changes.

Apsara Infrastructure Management Framework also supports monitoring data and analyzing reports,
which facilitates users to perform one-stop Operation & Maintenance (0&M) control. Based on the
Apsara Infrastructure Management Framework services, automated 0&M is implemented in the large-
scale distributed environment, which greatly improves the operations efficiency and enhances the
system availability.

Apsara Infrastructure Management Framework is mainly composed of TianjiMaster and TianjiClient.
Apsara Infrastructure Management Framework installs TianjiClient as the agent on machines it manages.
Then, TianjiMaster accepts and issues the upper-layer instructions to TianjiClient for execution. Inthe
upper layer, Apsara Infrastructure Management Framework is divided into different components based
on different functions, and then provides API server and portal for external use.

Core functions

o Networkinitialization in data centers

e Serverinstallation and maintenance process management
e Deployment, expansion, and upgrade of cloud products
e Configuration management of cloud products

e Automatic application for cloud product resources

e Automatic repair of software and hardware faults

e Basic monitoring and business monitoring of software and hardware

1.6.4.1.1.2. Basic concepts

Before using Apsara Infrastructure Management Framework, you must know the following basic
concepts for a better understanding.
project

A collection of clusters, which provides service capabilities for external entities.

cluster

A collection of physical machines, which logically provides services and is used to deploy project
software.

e A cluster canonly belong to one project.
e Multiple services can be deployed on a cluster.
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service

A set of software, which provides relatively independent functions. A service is composed of one or
more server roles and can be deployed on multiple clusters to form multiple sets of services and provide
the corresponding service capabilities. For example, Apsara Distributed File System, Job Scheduler, and
Apsara Name Service and Distributed Lock Synchronization System are all services.

service instance

A service that is deployed on a cluster.

server role

One or more indivisible deployment units into which a service can be divided based on functions. A
server role is composed of one or more specific applications. If a service is deployed on a cluster, all the
server roles of the service must be deployed to machines of this cluster. Multiple server roles, such as
PanguMaster and TianjiClient, can be deployed on the same server.

server role instance

A serverrole that is deployed on a machine. A server role can be deployed on multiple machines.

application

Applications correspond to each process-level service component in a server role and each application
works independently. The application is the minimum unit for deployment and upgrade in Apsara
Infrastructure Management Framework, and can be deployed to each machine. Generally, an application
is an executable software or Docker container.

If a serverrole is deployed on a machine, all applications in the server role must be deployed to this
machine.

rolling

Each time when a user updates configurations, Apsara Infrastructure Management Framework upgrades
services and modifies the cluster configurations based on the updated configurations. T his process is
called rolling.

service configuration template

Some configurations are the same when services are deployed on clusters. A service configuration
template can be created to quickly write the same configurations to different clusters. The service
configuration template is basically used for large-scale deployment and upgrade.

associated service template

A template.conffile that exists in the configurations. This file declares the service configuration
template and its version, of which the configuration is used by the service instance.

final status

If aclusteris in this status, all hardware and software on each of its machines are normal and all
software are in the target version.

dependency
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The dependency between server roles in a service defines that server roles with dependencies run tasks
or are upgraded based on the dependency order. For example, if A depends on B, B is upgraded first. A
starts to be downloaded after B is downloaded successfully, and upgraded after B is successf ully
upgraded. (By default, the dependency does not take effect for configuration upgrade.)

upgrade

A way of aligning the current status with the final status of a service. After a user submits the version
change, Apsara Infrast ructure Management Framework upgrades the service version to the target
version. With the server role as the processing unit, upgrade aims to update the versions of all machines
to the target version.

At the beginning, the final status and current status of the cluster are the same. When a user submits
the change, the final status is changed, whereas the current status is not. A rolling task is generated
and has the final status as the target version. During the upgrade, the current status is continuously
approximating to the final status. Finally, the final status and the current status are the same when the
upgrade is finished.

1.6.4.1.2. Log on to the Apsara Infrastructure

Management Framework console
This topic describes how to log on to the Apsara Infrastructure Management Framework console.

Prerequisites

e The endpoint of the Apsara Uni-manager Operations Console and the username and password used
to log onto the console are obtained fromthe deployment personnel or an administrator.

The URL of the Apsara Uni-manager Operations Console is in the following format: region-
id.ops.asconsole.int ranet-domain-id.com.

e A browser is available. We recommend that you use Google Chrome.

Procedure

1. Open your browser.

2. Inthe address bar, enter the URL (region-id.ops.asconsole.intranet-domain-id.com). Then, press the
Enter key.
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@ Note Youcanselect a language fromthe drop-down list in the upper-right corner of the
page.

3. Enteryour username and password.

(@ Note Obtain the username and password used to log onto the Apsara Uni-manager
Operations Console fromthe deployment personnel or an administrator.

When you log on to the Apsara Uni-manager Operations Console for the first time, you must
change the password of your username.

For security reasons, your password must meet the following requirements:
o The password contains uppercase and lowercase letters.
o The password contains digits.

o The password contains special characters such as exclamation points (!), at signs (@), number
signs (#), dollar signs ($), and percent signs (%).

o The password must be 10 to 20 characters in length.
. ClickLog On.
. Inthe top navigation bar, click O&M.

. Inthe left-side navigation pane, choose Product Management > Products.

N O o b

. Inthe Apsara Stack O&M section, choose Basic 0&M > Apsara Infrastructure Management
Framework.

1.6.4.1.3. Web page introduction

Before performing Operation & Maintenance (0&M) operations on Apsara Infrastructure Management
Framework, you must have a general understanding of the Apsara Infrastructure Management
Framework page.

1.6.4.1.3.1. Instructions for the homepage

Afteryou log onto the Apsara Infrastructure Management Framework console, the homepage appears.
This topic describes the basic operations and functions on the homepage.

Log onto Apsara Infrastructure Management Framework. The homepage appears, as shown in
Homepage of the Apsara Infrastructure Management Framework console.

Homepage of the Apsara Infrastructure Management Framework console
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Description of functional sections describes the functional sections on the homepage.

Description of functional sections

Section Description

® QOperations: the quick entrance to operations and maintenance (0&M)
operations and their objects. This menu consists of the following
submenus:

o Cluster Operations: allows you to use the project permissions to
perform 0&M and management operations on clusters. For example,
you can view the cluster status.

o Service Operations: allows you to use the service permissions to
manage services. For example, you can view the service list.
Top o
) navigation
bar

Machine Operations: allows you to perform O&M and management
operations on machines. For example, you can view the machine status.

e Tasks: Rolling tasks are generated when you modify the configurations in
the system. This menu allows you to view the running tasks, task history,
and deployment of clusters, services, and server roles in all projects.

® Reports: allows you to view monitoring data in tables and find specific
reports by using fuzzy search.

® Monitoring: monitors metrics during system operations and sends alert
notifications for abnormal conditions. This menu allows you to view the
alert status, modify alert rules, and search alert history.
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Section
Upper-right
@ buttons
Left-side
® navigation
pane
@ Workspace
Show/hide
® button

Description

* [}
o TJDB Synchronization Time: the time when the data on the current
page is generated.
o Final Status Computing Time: the time when the desired-state data

on the current page is calculated.

The system processes data as fast as it can after the data is generated.
Latency exists because Apsara Infrastructure Management Framework is an
asynchronous system. Time information helps explain why data on the
current page is generated and determine whether the system experiences
an error.

o : the current display language of the console. You can select

another language from the drop-down list.

o [EERE3: vour logon account. You can select Logout from the drop-

down list to log out of your account.

In the left-side navigation pane, you can view the logical architecture of
Apsara Infrastructure Management Framework.

The tabs allow you to view details and perform operations. For more
information, see Introduction on the left-side navigation pane.

The workspace shows a summary of tasks and other information.

e Upgrade Task Summary: shows the numbers and proportions of
running, rolling back, and suspended upgrade tasks.

e Cluster Summary: shows the numbers of machines, error alerts,
operating system errors, and hardware errors in each cluster.

® Error Summary: shows metric values about the rate of abnormal
machines and the rate of abnormal server role instances.

® Most-used Reports: shows links of common statistical reports.

If you do not need to use the left-side navigation pane, click this button to
hide the pane and enlarge the workspace.

1.6.4.1.3.2. Instructions for the left-side navigation pane

The left-side navigation pane contains three tabs: C (cluster), S (service), and R (report). T his topic
describes how to use the tabs to view information.

Cluster

You can search for clusters in a project and their information such as the cluster status, cluster
operations and maintenance (O&M), service desired state, and logs by fuzzy match.

Onthe C tab of the left-side navigation pane, you can performthe following operations:
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e Enter acluster name or a part of a cluster name in the search box to filter clusters.

e Select a project fromthe Project drop-down list to view all clusters in the project.
e Move the pointer over the [fj icon next to a cluster and select menu items to perform corresponding

operations on the cluster.

Announcement: The new version of Cluster Operations and Maintenan

Project | ALL

& Al Clusters r Upgrade Task Summary
amtest16 Dashboard
Cluster Configuration File

Cluster Operation and Maintenance Center

Management » Change Machine
external_server Monitoring ¥ Service Deployment
hybriddb-postgresql- Upgrade Service (Simple Mode)
mock-cluster-for-paas 0 Upgrade Service
ots-hy-A 200821-6bed Modify Clone Parameters
tianji-paas-A-2184 Cluster Summary  Clusters 9 7| senice Authorization

10 Offline Service

e Click a cluster. All machines and services within the cluster are displayed in the lower part of the left-
side navigation pane. Move the pointer over the [fJ icon next to a machine or service on the Machine

orService tab and select menu items to perform corresponding operations on the machine or
service.

121 > Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

Announcer
Project | ALL

. All Clusters Upgrade T
. amtest16
analyticdb-A-20200827-4...
. BastionhostS
. dnsCluster-A-20200
. external_server
. hybriddb-postgresq
. mock-cluster-for-paas
»  ots-hy-A-2020082 1-6bed
. tianji-paas-A-2184 Cluster St

. ZStack-Computer-A-2

Machine

Machine
< Machina Dashboard

Terminal

e Clickthe Machine tab. Double-click a machine to view information about all server roles onthe
machine. Double-click a server role to view applications, and then double-click an application to view
log files.

e Clickthe Service tab. Double-click a machine to view information about all server roles onthe
machine. Double-click a server role to view machines, double-click a machine to view applications, and
then double-click an application to view log files.

e Double-click a log file. Move the pointer over the log file, click the [fj icon next to the log file, and
then clickDownload to download the log file.

Alternatively, move the pointer over a log file and click View next to the log file. The time-ordered
log details are displayed on the Log Viewer page. You can search for log details by keyword.

Service

You can search for services and view information about services and service instances by fuzzy match.
Onthe S tab of the left-side navigation pane, you can performthe following operations:

e Enter aservice name or a part of a service name in the search box to filter services.

e Move the pointer over the [fJ icon next to a service and select menu items to perform corresponding

operations on the service.
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e Click a service. All service instances within the service are displayed in the lower part of the left-side

navigation pane. Move the pointer over the [ icon next to a service instance and select menu items

to perform corresponding operations on the service instance.

Report
You can search for reports by fuzzy match and view report details.
Onthe R tab of the left-side navigation pane, you can performthe following operations:

e Enter areport name or a part of a report name in the search box to filter reports.

e ClickAll Reports or Favorites. Corresponding groups are displayed in the lower part of the left-side
navigation pane. Double-click a group to view all reports in the group. Double-click a report to view
details of the report.

1.6.4.1.4. Cluster operations

This topic describes the actions about cluster operations.

1.6.4.1.4.1. View configuration information of a cluster

This topic describes how to view the basic information, deployment plan, and configuration information
of acluster.

Procedure
1. Log onto Apsara Infrastructure Management Framework.
2. Inthe top navigation bar, choose Operations > Cluster Operations.

The Cluster Operations page contains the following information:

o Cluster

The name of a cluster. Click a cluster name to go to the Cluster Dashboard page. For more
information, see View dashboard information of a cluster.

o Scale-Out/Scale-In

The numbers of machines and server roles that are scaled in and out. Clicka numberto go to the
Cluster Operation and Maintenance Center page. For more information, see View information of
the cluster O&M center.

o Abnormal Machine Count

The number of machines that are not in the Good state within a cluster. Click the numberto go
to the Cluster Operation and Maintenance Center page. For more information, see View
information of the cluster O&M center.

o Final Status of Normal Machines

Specifies whether a cluster has reached the desired state. Select Clusters not Final above the
cluster list to view all clusters that have not reached the desired state. Click a link in t he column
to view desired state information. For more information, see View the desired state of a service.

o Rolling

123 > Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

Specifies whether rolling tasks are running within a cluster. Select Rolling Tasks above the
cluster list to view all clusters that have rolling tasks. Click rolling in the column to view rolling

tasks. For more information see View rolling tasks.

3. (Optional)Select a project fromthe drop-down list or enter a cluster name to search for the cluster.

4. Clickthe cluster name or click Cluster Configuration in the Actions columnto go to the Cluster

Configuration page.

Cluster configuration description describes the parameters on the Cluster Configuration page.

Cluster configuration description
Section Parameter
Cluster

Project

Clone Switch

Machines

Basic Information

Security Verification

Cluster Type

Service
Deployment Plan

Dependency Service

Service Information

Service Template

Description
The name of the cluster.

The project to which the cluster belongs.

o Pseudo-clone: The system is not cloned
when a machine is added to the cluster.

o Real Clone: The system is cloned when a
machine is added to the cluster.

The number of machines included in the
cluster. Click View Clustering Machines to view
the list of machines.

The access control among processes. By
default, security verification is disabled in
non-production environments. You can enable
or disable security verification based on your
business requirements.

© RDS
© NETFRAME

o T4: atype of cluster that renders special
configurations for the mixed deployment
of e-commerce

o Default

The service that is deployed within the
cluster.

The service on which the current service
depends.

The service that you want to view. Select a
service from the drop-down list to view its

configuration information.

The template that is used by the service.

> Document Version: 20210719

124



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

Section Parameter Description

The monitoring template that is used by the
Monitoring Template . o P v
service.
. . The machines where server roles of the
. Machine Mappings )
Service service are deployed.
Information
. The version of the software that is included in
Software Version .
server roles of the service.
Availability The percentage of availability configuration
Configuration for server roles of the service.

Deployment Plan The deployment plan of server roles of the

service.
Configuration The configuration file that is used for the
Information service.

The server roles and their parameter

Role Attribute . .
information.

5. ClickOperation Logs inthe upper-right corner to view version differences. For more information
about operation logs, see View operation logs.

1.6.4.1.4.2. View dashboard information of a cluster

This topic describes how to view the basic information and related statistics of a cluster.

Procedure

1. Log onto Apsara Infrastructure Management Framework.

2. Use one of the following methods to go to the Cluster Dashboard page:
o Inthe left-side navigation pane, clickthe C tab. Move the pointer over the fj icon next to the

target cluster and select Dashboard.

o Inthe top navigation bar, choose Operations > Cluster Operations. Onthe Cluster
Operations page, click the name of the target cluster.

3. View all information about the cluster on the Cluster Dashboard page. The following table
describes the information that you can view, such as basic information, desired state information,
rolling tasks, dependencies, resources, virt ual machine (VM) mappings, and monitoring status.

Parameter Description
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Parameter

Basic Cluster
Information

Machine Status Overview

Machines In Final State

Load-System
CPU-System
Mem-System
Disk_Usage-System
Traffic-System

TCP State-System
TCP Retrans-System

Disk_IO-System

Description

The basic information about the cluster.

o Project Name: the name of the project.

o Cluster Name: the name of the cluster.

o IDC: the data center to which the cluster belongs.

o Final Status Version: the latest version of the cluster.

o Cluster in Final Status: specifies whether the cluster has reached
the desired state.

o Machines Not In Final Status: the number of machines that have
not reached the desired state.

o Real/Pseudo Clone: specifies whether the system is cloned when a
machine is added to the cluster.

o Expected Machines: the number of machines that are expected
within the cluster.

o Actual Machines: the number of machines that are deployed in the
current environment.

o Machines Not Good: the number of machines that are not in the
Good state within the cluster.

o Actual Services: the number of services that are deployed within
the cluster.

o Actual Server Roles: the number of server roles that are deployed
within the cluster.

o Cluster Status: specifies whether the cluster is starting or shutting
down machines.

The status of machines within the cluster.

The distribution of machines where services are deployed, based on
whether the machines have reached the desired state.

The statistics chart of the cluster system load.

The statistics chart of the CPU load.

The statistics chart of the memory load.

The statistics chart of the disk usage.

The statistics chart of the system traffic.

The statistics chart of the CPU request status.

The statistics chart of the CPU retransmission traffic.

The statistics chart of the disk I/0 information.
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Parameter Description

The service instances that are deployed within the cluster and their
desired state information.

o Service Instance: the service instance that is deployed within the
cluster.

o Final Status: specifies whether the service instance has reached the
desired state.

o Expected Server Roles: the number of server roles that are
Service Instances expected to deploy in the service instance.

o Server Roles in Final Status: the number of server roles that have
reached the desired state in the service instance.

o Server Roles Going Offline: the number of server roles that are
being unpublished from the service instance.

o Actions: Click Details to go to the Service Instance Information
Dashboard page. For more information about the service instance
dashboard, see View the service instance dashboard.

The upgrade tasks within the cluster.
o Cluster Name: the name of the cluster.

o Type: the type of the upgrade task. Valid values: app and config.
app indicates version upgrade, and config indicates configuration
change.

o Git Version: the change version of the upgrade task.

o Description: the description of the change.

o Rolling Result: the result of the upgrade task.
Upgrade Tasks )

o Submitted By: the user who submits the change.

o Submitted At: the time when the change is submitted.

o Start Time: the time when rolling starts.

o End Time: the time when the upgrade task ends.

o Time Used: the time consumed for the upgrade.

o Actions: Click Details to go to the Rolling Task page. For more
information about rolling tasks, see View rolling tasks.

o Version: the version of the resource request.
o Msg: the error message.

o Begintime: the time when the resource request analysis starts.
Cluster Resource
Request Status o Endtime: the time when the resource request analysis ends.
o Build Status: the build status of resources.

o Resource Process Status: the resource request status of the
version.
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Parameter Description

Cluster Resource o

Service: the name of the service.

Service Role: the name of the server role.

App: the name of the application of the server role.
Name: the name of the resource.

Type: the type of the resource.

Status: the status of the resource request.
Error_Msg: the error message.

Parameters: the parameters of the resource.
Result: the result of the resource request.

Res: the ID of the resource.

Reprocess Status: the request status of AnyTunnel VIP addresses.

Reprocess Msg: the error message reported when AnyTunnel VIP
addresses are requested.

Reprocess Result: the request result of AnyTunnel VIP addresses.

Refer Version List: the version that uses the resource.

The VMs within the cluster. VM information is displayed only when VMs
are deployed within the cluster.

o

VM Mappings o

VM: the hostname of the VM.

Currently Deployed On: the hostname of the physical machine
where the VM is deployed.

Target Deployed On: the hostname of the physical machine where
you expect to deploy the VM.

The dependency configuration of service instances and server roles
within the cluster, and the desired state information of dependency
services or server roles.

o
o

o
Service Dependencies

Service: the name of the service.
Server Role: the name of the server role.
Dependent Service: the service on which the server role depends.

Dependent Server Role: the server role on which the server role
depends.

Dependent Cluster: the cluster where the dependency server role is
deployed.

Dependency in Final Status: specifies whether the dependency
server role has reached the desired state.

1.6.4.1.4.3. View information of the cluster O&M center

This topic describes how to view the status and statistics of services and machines within a cluster.

Procedure
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1. Log onto Apsara Infrastructure Management Framework.

2. Use one of the following methods to go to the Cluster Operation and Maintenance Center
page:

o Inthe left-side navigation pane, clickthe C tab. Move the pointer over the [fj icon next to the

target cluster and select Cluster Operation and Maintenance Center.

o Inthe top navigation bar, choose Operations > Cluster Operations. On the Cluster
Operations page, find the target cluster and choose Monitoring > Cluster Operation and
Maintenance Center in the Actions column.

o Inthe top navigation bar, choose Operations > Cluster Operations. Onthe Cluster
Operations page, click the name of the target cluster. On the Cluster Dashboard page,
choose Operations Menu > Cluster Operation and Maintenance Center.

3. View information on the Cluster Operation and Maintenance Center page.

Parameter Description

All server roles that have not reached the desired state within the cluster.
SR not in Final
Status Click the number to view the list of server roles. Click a server role to view

information of machines where the server role is deployed.

Specifies whether rolling tasks are running within the cluster.

Running Tasks Click Rolling to go to the Rolling Task page. For more information about
rolling tasks, see View rolling tasks.

Head Version The time when the HEAD version is submitted.

Submitted At Click the time to view details.

The status of desired state analysis. During desired state analysis, Apsara
Infrastructure Management Framework detects the latest cluster version and
parses the version to specific change contents. Desired state analysis can be
in one of the following states:

o Preparing: No new version is detected.

o Waiting: The latest version has been detected, but the analysis module

. has not started.
Head Version

Analysis o Doing: The application to be changed is being analyzed.

o done: The desired state analysis succeeds.
o Failed: The desired state analysis fails to parse change contents.

Apsara Infrastructure Management Framework can obtain change contents
of server roles in the latest version only when the desired state analysis is in
the done state.

Click a state to view related information.

The service deployed within the cluster. Select a service from the drop-

Service
down list.
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Parameter

Server Role

Total Machines

Scale-in Scale-out

Abnormal Machines

Abnormal Services

Description

The server role of a service within the cluster. Select a server role from the
drop-down list.

@ Note Afteryou select a service and a server role, machines that
are related to the service or the server role are displayed.

The total number of machines within the cluster or machines where the
selected server roles are deployed.

The numbers of machines and server roles that are scaled in and out.

The numbers of machines in an abnormal state for the following reasons:

o Ping Failed: the number of machines that experience ping_monitor
errors because TianjiMaster cannot ping the machines.

o No Heartbeat: the number of machines that experience TianjiClient or
network errors because TianjiClient does not report data on a regular
basis.

o Status Error: the number of machines that experience critical or fatal
errors. Resolve problems based on alert information.

The number of machines that have abnormal services. The following rules
are used to check whether a service has reached the desired state:

o Each server role on the machine is in the GOOD state.

o The actual version of each application of each server role on the machine
is consistent with the HEAD version.

o Before the Image Builder builds an application of the HEAD version, Apsara
Infrastructure Management Framework cannot obtain the value of the
HEAD version, and the desired state of the service is unknown. This
process is called change preparation. The desired state of the service
cannot be obtained when the preparation process is in progress or if the
preparation fails.
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Parameter Description

All machines within the cluster or machines where the selected server roles
are deployed.

o Click the Machine Search search box. In the dialog box that appears, enter
one or more machines. Fuzzy match and batch search are supported.

o (Click the name of a machine to view its physical information in the
Machine Information dialog box. Click DashBoard to go to the Machine
Details page. For more information about machine details, see View the
machine dashboard.

o Move the pointer over the Final Status or Final SR Status column and
click Details to view the machine status and system service information,
as well as status information and error messages of server roles on the
machine.

Machines o Before you filter machines by service and service role, move the pointer
over the Running Status column and click Details to view status
information and error messages of the machine.

After you filter machines by service and service role, move the pointer
over the SR Running Status column and click Details to view status
information and error messages of server roles on the machine.

o Click Error, Warning, or Good in the Monitoring Statistics columnto
view machine and server role metrics.

o (Click Terminal in the Actions column to log on to the machine and
perform operations.

o (lick Machine Operation inthe Actions columnto perform reboot, out-
of-band reboot, or reclone operations on the machine.

1.6.4.1.4.4. View the desired state of a service

This topic describes how to check whether a service within a cluster has reached the desired state and
how to view desired state details.

Procedure
1. Log onto Apsara Infrastructure Management Framework.
2. Use one of the following methods to go to the Service Final Status Query page:
o Inthe left-side navigation pane, clickthe C tab. Move the pointer overthe Jfj icon next to the

target cluster and choose Monitoring > Service Final Status Query.

o Inthe top navigation bar, choose Operations > Cluster Operations. Onthe Cluster
Operations page, find the target cluster and choose Monitoring > Service Final Status
Query inthe Actions column.

3. View information on the Service Final Status Query page.

Parameter Description

Project Name The project to which the cluster belongs.
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Parameter

Cluster Name

Head Version
Submitted At

Head Version Analysis

Cluster Rolling Status

Cluster Machine Final
Status Statistics

Final Status of Cluster
SR Version

Final Status of SR
Version

Description

The name of the cluster.

The time when the HEAD version is submitted.

The status of desired state analysis. During desired state analysis, Apsara
Infrastructure Management Framework detects the latest cluster version
and parses the version to specific change contents. Desired state analysis
can be in one of the following states:

o Preparing: No new version is detected.

©o Waiting: The latest version has been detected, but the analysis
module has not started.

o Doing: The application to be changed is being analyzed.
o done: The desired state analysis succeeds.
o Failed: The desired state analysis fails to parse change contents.

Apsara Infrastructure Management Framework can obtain change contents
of server roles in the latest version only when the desired state analysis is
inthe done state.

Specifies whether the cluster has reached the desired state. If a rolling
task is running, its task information is displayed.

The status of all machines within the cluster. Click View Details to go to
the Cluster Operation and Maintenance Center page and view
machine details. For more information about the operations and
maintenance (0&M) center, see View the cluster operation and
maintenance center.

The desired state of services within the cluster.

@ Note This section includes only the services that have not
reached the desired state due to version inconsistency or status
exceptions. For other services that fail to reach the desired state due
to machine errors, see desired state information of machines within
the cluster.

The number of machines that have not reached the desired state. The
number is displayed if server roles have rolling tasks.

1.6.4.1.4.5. View operations logs

This topic describes how to view differences between Git versions from operation logs.

Procedure

1. Log onto Apsara Infrastructure Management Framework.
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2. Use one of the following methods to go to the Cluster Operation Logs page:
o Inthe left-side navigation pane, click the C tab. Move the pointer overthe Jfj icon next to the

target cluster and choose Monitoring > Operation Logs.

o Inthe top navigation bar, choose Operations > Cluster Operations. On the Cluster
Operations page, find the target cluster and choose Monitoring > Operation Logs inthe
Actions column.

3. Onthe Cluster Operation Logs page, click Refresh in the upper-right corner to view the Git
version, description, submission information, and task status.

4. (Optional)On the Cluster Operation Logs page, view differences between versions.
i. Find the target operation log and click View Release Changes inthe Actions column.
i. Onthe Version Difference page, configure the following parameters:
m Select Base Version: Select a basic version.

m Configuration Type: Select Extended Configuration or Cluster Configuration.
Extended Configuration allows you to view differences between the merging results of
cluster and template configurations. Cluster Configuration allows you to view differences
between cluster configurations.

ii. ClickObtain Difference.
Difference files are displayed.

iv. Click each difference file to view its difference details.

1.6.4.1.5. Service operations

This topic describes the actions about service operations.

1.6.4.1.5.1. View the service list

The service list allows you to view the list of all services and the related information.

Procedure
1. Log onto Apsara Infrastructure Management Framework.
2. Inthe top navigation bar, choose Operations > Service Operations.

3. View the information on the Service Operations page.

ltem Description

Service The service name.

Service L . .
The number of service instances in the service.

Instances

Service

Configuration The number of service configuration templates.

Templates
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ltem Description
Monitorin o

9 The number of monitoring templates.
Templates
Service . ) . A

The number of service configuration validation templates.

Schemas
Actions Click Management to view the service instances, service templates, monitoring

templates, monitoring instances, service schemas, and detection scripts.

1.6.4.1.5.2. View dashboard information of a service

instance

This topic describes how to view the basic information and related statistics of a service instance.

Procedure

1. Log onto Apsara Infrastructure Management Framework.

2. Inthe left-side navigation pane, clickthe S tab.

3. (Optional)Enter a service name in the search box to search for the service.
4

. Click the service name to view service instances of the service.

5. Move the pointer over the [fJ icon next to the target service instance and select Dashboard.
6. View information onthe Service Instance Information Dashboard page.

Parameter Description
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Parameter

Service Instance
Summary

Server Role Statuses

Machine Statuses for
Server Roles

Service Monitoring
Information

Service Alert Status

Description

The basic information about the service instance.

o Cluster Name: the name of the cluster where the service instance is
deployed.

o Service Name: the name of the service to which the service instance
belongs.

o Actual Machines: the number of machines that are deployed in the
current environment.

o Expected Machines: the number of machines that are expected for
the service instance.

o Target Total Server Roles: the number of server roles that are
expected for the service instance.

o Actual Server Roles: the number of server roles that are deployed
in the current environment.

o Template Name: the name of the service template that is used by
the service instance.

o Template Version: the version of the service template that is used
by the service instance.

o Schema: the name of the service schema that is used by the service
instance.

o Monitoring System Template: the name of the Monitoring System
template that is used by the service instance.

The status of server roles in the service instance.

The status of machines where server roles are deployed.

o Monitored Item: the name of the metric.
o Level: the level of the metric.
o Description: the description of the metric.

o Updated At: the time when the data is updated.

o Alert Name

o Instance Information
o Alert Start

o Alert End

o Alert Duration

o Severity Level

o Occurrences: the number of occurrences of the alert.
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Parameter Description

Server Role List o

Service Alert History o

Server Role

Current Status

Expected Machines

Machines In Final Status

Machines Going Offline

Rolling Task Status

Time Used: the time that is used for the execution of rolling tasks.

Actions: Click Details to go to the View the server role dashboard
page.

Alert Name

Alert Time

Instance Information
Severity Level

Contact Group

The dependency configuration of service instances and server roles, and
the desired state information of dependency services or server roles.

o
o

(o]
Service Dependencies

1.6.4.1.5.3. View the

Server Role: the name of the server role.
Dependent Service: the service on which the server role depends.

Dependent Server Role: the server role on which the server role
depends.

Dependent Cluster: the cluster where the dependency server role is
deployed.

Dependency in Final Status: specifies whether the dependency
server role has reached the desired state.

server role dashboard

The server role dashboard allows you to view the statistics of a serverrole.

Procedure

1.
2.

Log on to Apsara Infrastructure Management Framework.

In the left-side navigation pane, clickthe S tab.

displayed.

Details inthe Actions column.

. (Optional)Enter the service name in the search box. Services that meet the search condition are

. Click a service name and then service instances in the service are displayed in the lower-left corner.

. Move the pointer over Jfj at the right of a service instance and then select Dashboard.

. Inthe Server Role List section of the Service Instance Information Dashboard page, click
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7. View the information on the Server Role Dashboard page.
ltem Description

Displays the basic information of the server role as follows:

o Project Name: the name of the project to which the server role
belongs.

o Cluster Name: the name of the cluster to which the server role
belongs.

o Service Instance: the name of the service instance to which the
server role belongs.

o Server Role: the server role name.

© In Final Status: whether the server role reaches the final status.

o Expected Machines: the number of expected machines.
server Role Summary o Actual Machines: the number of actual machines.

o Machines Not Good: the number of machines whose status is not
Good.

o Machines with Role Status Not Good: the number of server roles
whose status is not Good.

o Machines Going Offline: the number of machines that are going
offline.

o Rolling: whether a running rolling task exists.
o Rolling Task Status: the current status of the rolling task.
o Time Used: the time used for running the rolling task.

Machine Final Status
The statistical chart of the current status of the server role.

Overview

o Updated At: the time when the data is updated.
Server Role Monitoring © Monitored Item: the name of the monitored item.
Information o Level: the level of the monitored item.

o

Description: the description of the monitored item.
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ltem Description

o Machine Name: the hostname of the machine.

o IP: the IP address of the machine.

o Machine Status: the machine status.

o Machine Action: the action that the machine is performing.

o Server Role Status: the status of the server role.

o Server Role Action: the action that the server role is performing.

o Current Version: the current version of the server role on the
machine.

o Target Version: the expected version of the server role on the
machine.

Machine Information o Error Message: the exception message.
o Actions:
® (lick Terminal to log on to the machine and perform operations.
® (Click Restart to restart the server roles on the machine.

® (lick Details to go to the Machine Details page. For more
information about the machine details, see View the machine
dashboard.

® (Click Machine System View to go to the Machine Info Report
page. For more information about the machine info report, see
Machine info report.

® (Click Machine Operation to restart, out of band restart, or clone
the machine again.

o Updated At: the time when the data is updated.

o Machine Name: the machine name.
Server Role Monitoring

. R o Monitored Item: the name of the monitored item.
Information of Machines

o Level: the level of the monitored item.

o Description: the description of the monitored item.

The information of virtual machines in the cluster. Data is available only
when virtual machines are deployed in the cluster.

o VM: the hostname of the virtual machine.

VM Mappings o Currently Deployed On: the hostname of the physical machine
where the virtual machine is currently deployed.

o Target Deployed On: the hostname of the physical machine where
the virtual machine is expected to be deployed.
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ltem Description

The dependencies of service instances and server roles in the service
instance, and the final status information of the dependent service or
server role.

o Dependent Service: the service on which the server role depends.

o Dependent Server Role: the server role on which the server role
Service Dependencies depends.

o Dependent Cluster: the cluster to which the dependent server role
belongs.

o Dependency in Final Status: whether the dependent server role
reaches the final status.

1.6.4.1.6. Machine operations

This topic describes the actions about machine operations.

1.6.4.1.6.1. View the machine dashboard

The machine dashboard allows you to view the statistics of a machine.

Procedure

1. Log onto Apsara Infrastructure Management Framework.
2. Inthe left-side navigation pane, click the C tab.

3. (Optional)On the Machine tab in the lower-left corner, enter the machine name in the search box.
Machines that meet the search condition are displayed.

4. Move the pointer over Jfj at the right of a machine and then select Dashboard.

5. Onthe Machine Details page, view all the information of this machine. For more information, see

the following table.
ltem Description
Load-System The system load chart of the cluster.
CPU-System The CPU load chart.
Mem-System The memory load chart.
DISK Usage-System The statistical table of the disk usage.
Traffic-System The system traffic chart.
TCP State-System The TCP request status chart.
TCP Retrans-System The chart of TCP retransmission amount.
DISK I0-System The statistical table of the disk input and output.
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ltem

Machine Summary

Server Role Status of
Machine

Machine Monitoring
Information

Description

o Project Name: the name of the project to which the machine
belongs.

o Cluster Name: the name of the cluster to which the machine
belongs.

o Machine Name: the machine name.

© SN: the serial number of the machine.

o |IP: the IP address of the machine.

o IDC: the data center of the machine.

© Room: the room in the data center where the machine is located.
o Rack: the rack where the machine is located.

o Unit in Rack: the location of the rack.

o Warranty: the warranty of the machine.

o Purchase Date: the date when the machine is purchased.
o Machine Status: the running status of the machine.

o Status: the hardware status of the machine.

o CPUs: the number of CPUs for the machine.

o Disks: the disk size.

o Memory: the memory size.

o Manufacturer: the machine manufacturer.

o Model: the machine model.

o 0s: the operating system of the machine.

o part: the disk partition.

The distribution of the current status of all server roles on the machine.

o

Monitored Item: the name of the monitored item.
o Level: the level of the monitored item.

o Description: the description of the monitored contents.

o

Updated At: the time when the monitoring information is updated.
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ltem Description

o Service Instance
o Server Role
o Server Role Status
o Server Role Action
o Error Message
o Target Version
Machine Server Role
Status © Current Version
o Actual Version Update Time
o Actions:

® (lick Details to go to the Server Role Dashboard page. For
more information about the server role dashboard, see View the
server role dashboard.

B (Click Restart to restart the server roles on the machine.

o Application Name: the application name.

°o Process Number

o Status: the application status.

o Current Build ID: the ID of the current package version.
o Target Build ID: the ID of the expected package version.

o @it Version
Application Status in
Server Roles

o Start Time
o End Time

o Interval: the interval between the time when Apsara Infrastructure
Management Framework detects that the process exits and the time
when Apsara Infrastructure Management Framework repairs the
process.

o Information Message: the normal output logs.

o Error Message: the abnormal logs.

1.6.4.1.7. Monitoring center

You can view the alert status, alert rules, and alert history in the monitoring center.

1.6.4.1.7.1. Modify an alert rule

You can modify an alert rule based on the actual business requirements.

Procedure

1. Log onto Apsara Infrastructure Management Framework.

2. Inthe top navigation bar, choose Operations > Service Operations.
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ClickSave Change.

(Optional)Enter the service name in the search box.

Find the service and then click Management in the Actions column.

Click the Monitoring Template tab.

Find the monitoring template that you are about to edit and then click Edit in the Actions column.

Configure the monitoring parameters based on actual conditions.

Wait about 10 minutes. The monitoring instance is automatically deployed. If the status becomes
Successful and the deployment time is later than the modified time of the template, the changes
are successfully deployed.

1.6.4.1.7.2. View the status of a monitoring instance

After a monitoring instance is deployed, you can view the status of the monitoring instance.

Procedure

1. Log onto Apsara Infrastructure Management Framework.

oA wN

In the top navigation bar, choose Operations > Service Operations.
(Optional)Enter the service name in the search box.
Find the service and then click Management in the Actions column.

Clickthe Monitoring Instance tab.

Inthe Status column, view the current status of the monitoring instance.

1.6.4.1.7.3. View the alert status

This topic describes how to view the alerts related to different services and the alert details.

Procedure

1. Log onto Apsara Infrastructure Management Framework.

. Inthe top navigation bar, choose Monitoring > Alert Status.

2
3. (Optional)Search for an alert by service name, cluster name, alert name, or alert time range.
4

. View alert details onthe Alert Status page. The following table describes the related

parameters.
Parameter
Service

Cluster

Instance

Alert Status

Description
The name of the service.

The name of the cluster where the service is deployed.

The name of the monitored instance.

Click the name of an instance to view the alert history of the instance.

Two alert states are available, which are Normal and Alerting.
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Parameter

Alert Level

Alert Name

Alert Time

Actions

Description

Alerts are divided into five levels in descending order of severity:
o PO: an alert that has been cleared

o P1: anurgent alert

o P2: a major alert

©o P3: aminor alert

o P4: areminder alert

The name of the alert.

Click the name of an alert to view alert rule details.

The time when the alert is triggered and how long the alert lasts.

Click Show to view the data before and after the alert time.

1.6.4.1.7.4. View alert rules

This topic describes how to view alert rules.

Log onto Apsara Infrastructure Management Framework.

. Inthe top navigation bar, choose Monitoring > Alert Rules.

. (Optional)Search for alert rules by service name, cluster name, or alert name.

. View alert rules onthe Alert Rules page. The following table describes the related parameters.

Procedure

1.

2

3

4
Parameter
Service
Cluster
Alert Name

Alert Conditions

Periods

Alert Contact

Status

Description

The name of the service.

The name of the cluster where the service is deployed.

The name of the alert.

The conditions that trigger the alert.

The frequency at which the alert rule is executed.

The groups and members to notify when the alert is triggered.

The status of the alert rule.
o Running: Click it to stop the alert rule.

o Stopped: Click it to execute the alert rule.

1.6.4.1.7.5. View the alert history

143
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This topic describes how to view the historical alerts related to different services and the alert details.

Procedure

1.
2
3.
4. View the alert history onthe Alert History page. The following table describes the related

Log onto Apsara Infrastructure Management Framework.

. Inthe top navigation bar, choose Monitoring > Alert History.

(Optional)Search for an alert by service name, cluster name, or alert time range.

parameters.
Parameter
Service
Cluster
Alert Instance

Status

Alert Level

Alert Name

Alert Time
Alert Contact

Actions

Description

The name of the service to which the alert belongs.

The name of the cluster where the service is deployed.

The name of the instance where the alert is triggered.

Two alert states are available, which are Normal and Alerting.

Alerts are divided into five levels in descending order of severity:

o

o

o

o

o

PO

P1:
p2:
P3:
P4:

: an alert that has been cleared
an urgent alert

a major alert

a minor alert

a reminder alert

The name of the alert.

Click the name of an alert to view alert rule details.

The time when the alert is triggered.

The groups and members to notify when the alert is triggered.

Click Show to view the data before and after the alert time.

1.6.4.1.8. Tasks and deployment summary

This topic describes how to view rolling tasks, running tasks, history tasks, and deployment summary on
Apsara Infrastructure Management Framework.

1.6.4.1.8.1. View rolling tasks

This topic describes how to view rolling tasks and their status.

Procedure

1. Log onto Apsara Infrastructure Management Framework.
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In the top navigation bar, choose Operations > Cluster Operations.
Select Rolling Tasks to view all clusters that have rolling tasks.

Clickrolling in the Rolling column.

vk W

Onthe Rolling Task page. view the change task information and change details.

Change task parameters
Parameter Description
Change Version The source version of the rolling task.

Description The description of the change.

The status of desired state analysis. During desired state analysis, Apsara
Infrastructure Management Framework detects the latest cluster version and
parses the version to specific change contents. Desired state analysis can be in
one of the following states:

o Preparing: No new version is detected.

o Waiting: The latest version has been detected, but the analysis module has
Head Version not started.
Analysis o Doing: The application to be changed is being analyzed.
o done: The desired state analysis succeeds.
o Failed: The desired state analysis fails to parse change contents.

Apsara Infrastructure Management Framework can obtain change contents of
server roles in the latest version only when the desired state analysis is in the
done state.

Blocked Server The server role that is blocked by dependencies in the rolling task.

Role

Submitter The person who submits the change.

Submitted At The time when the change is submitted.
Click View Difference to go to the Version Difference page. For more
information, see View operation logs.

Actions

Click Stop to terminate the rolling task.

Click Pause to suspend the rolling task.

Change details parameters
Parameter Description

Service Name The name of the service that has changes.
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Parameter Description

The current status of the service. The rolling
status of a service is an aggregation result of
rolling statuses of multiple server roles.

Status Services can be in one of the following states:

o succeeded: Atask succeeds.
o blocked: Ataskis blocked.
o failed: Ataskfails.

The status of the server role. Click > to the left of

a service name to view the rolling task status of

each server role in the service.

Server roles can be in one of the following states:
Server Role Status ) o

o Downloading: Atask is being downloaded.

o Rolling: Arolling task is in progress.

o RollingBack: A rolling task fails and is
performing rollback.

The services on which the service depends, or the

Depend On
P server roles on which the server role depends.
Click Stop to terminate the change of the server
role.
Actions Click Pause to suspend the change of the server
role.

1.6.4.1.8.2. View running tasks
This topic describes how to view running tasks.

Procedure

1. Log onto Apsara Infrastructure Management Framework.
2. Inthe top navigation bar, choose Tasks > Running T asks.

3. (Optional)Search for running tasks by cluster name, server role name, task status, task submitter, Git
version, or time range.

4. Find the target task, move the pointer over the Rolling Task Status column, and then click View
Tasks to go to the Rolling Task page. For more information about rolling task details, see View
rolling tasks.

1.6.4.1.8.3. View historical tasks

T his topic describes how to view hist orical tasks.
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Procedure

1. Log onto Apsara Infrastructure Management Framework.

2. Inthe top navigation bar, choose Tasks > History T asks.

3. (Optional)Search for historical tasks by cluster name, Git version, submitter, or time range.
4

. Find the target task and click Det ails in the Actions column to go to the Rolling T ask page. For
more information about rolling task details, see View rolling tasks.

1.6.4.1.8.4. View the deployment summary

Onthe Deployment Summary page, you can view the deployment conditions of clusters, services, and
server roles in all projects on Apsara Infrastructure Management Framework.

Procedure

1. Log onto Apsara Infrastructure Management Framework.
2. Inthe top navigation bar, choose Tasks > Deployment Summary.
o View the deployment status and the duration of a certain status for each project.

m Gray: wait to be deployed. It indicates that some services of the project depend on server
roles or service instances that are being deployed, and other service instances or server roles in
the project have already been deployed.

m Blue: being deployed. It indicates that the project has not reached the final status for one
time yet.

m Green: has reached the final status. It indicates that all clusters in the project have reached the
final status.

m Orange: not reaches the final status. It indicates that a server role does not reach the final
status for some reason after the project reaches the final status for the first time.
o Configure the global clone switch.
= normal: Clone is allowed.

m block: Clone is forbidden.

o Configure the global dependency switch.
m normal: All configured dependencies are checked.
m ignore: The dependency is not checked.

= ignore_service: None of the service-level dependencies, including the server role
dependencies across services, are checked, and only the server role-level dependencies are
checked.

3. Clickthe Deployment Details tab to view the deployment details.

For more information, see the following table.

ltem Description
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ltem

Status Statistics

Start Time

Progress

Deployment
Status

Deployment
Progress

Resource
Application
Progress

Inspector Error

Description

The general statistics of deployment conditions, including the total number of
projects that are currently available. Click each status to display the projects in
the corresponding status in the list. The projects have five deployment
statuses:

o Final: All the clusters in the project have reached the final status.
o Deploying: The project has not reached the final status for one time yet.

o Waiting: Some services of the project depend on server roles or service

instances that are being deployed, and other service instances or server roles

in the project have already been deployed.

o Non-final: A server role does not reach the final status for some reason
after the project reaches the final status for the first time.

o Inspector Warning: An error is detected on service instances in the project
during the inspection.

The time when Apsara Infrastructure Management Framework starts the
deployment.

The proportion of server roles that reach the final status to all the server roles
in the current environment.

The time indicates the deployment duration for the following statuses: Final,
Deploying, Waiting, and Inspector Warning.

The time indicates the duration before the final status is reached for the Non-
final status.

Click the time to view the details.

The proportion of clusters, services, and server roles that reach the final status
to the total clusters, services, and server roles in the project.

Move the pointer over the blank area at the right of the data of roles and then
click Details to view the deployment statuses of clusters, services, and server
roles. The deployment statuses are indicated by icons, which are the same as
those used for status statistics.

Total indicates the total number of resources related to the project.
o Done: the number of resources that have been successfully applied for.

o Doing: the number of resources that are being applied for and retried. The
number of retries (if any) is displayed next to the number of resources.

o Block: the number of resources whose applications are blocked by other
resources.

o Failed: the number of resources whose applications failed.

The number of inspection alerts for the current project.
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ltem

Monitoring
Information

Dependency

Description

The number of alerts generated for the machine monitor and the machine
server role monitor in the current project.

Click the icon to view the project services that depend on other services, and
the current deployment status of the services that are depended on.

1.6.4.1.9. Reports

The system allows you to search for and view reports based on your business needs, and add
commonly used reports to your favorites.

1.6.4.1.9.1. View reports

The Reports menu allows you to view the statistical data.

Context

You can view the following reports on Apsara Infrastructure Management Framework.

e Systemreports: default and common reports in the system.

e Allreports: includes the systemreports and customreports.

Procedure

1. Log onto Apsara Infrastructure Management Framework.

2. Youcango to the report list in the following three ways:

o Inthe top navigation bar, choose Reports > System Reports.

o Inthe top navigation bar, choose Reports > All Reports.

o Inthe left-side navigation pane, clickthe R tab. Move the pointer over [fj at the right of All

Reports and then select View.

See the following table for the report descriptions.

ltem

Report

Group

Status

Public

Created By

Description

The report name.

Move the pointer over [z next to Report to search for reports by report name.

The group to which the report belongs.

Move the pointer over [ next to Group to filter reports by group name.

Indicates whether the report is published.
Indicates whether the report is public.

The person who creates the report.
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3.
4.

ltem Description
Published At The published time and created time of the report.

Click Add to Favorites to add this report to your favorites. Then, you can view
the report by choosing Reports > Favorites in the top navigation bar or moving

Actions the pointer over JfJ at the right of Favorites on the R tab in the left-side

navigation pane and then selecting View.

(Optional)Enter the name of the report that you are about to view in the search box.
Click the report name to go to the corresponding report details page.

For more information about the reports, see Appendix.

1.6.4.1.9.2. Add a report to favorites

You can add common reports to favorites. Then, find them quickly on the Favorites page.

Procedure

1.
2.

[ NNV, B S V]

Log on to Apsara Infrastructure Management Framework.

You can go to the report list in the following three ways:

o Inthe top navigation bar, choose Reports > System Reports.

o Inthe top navigation bar, choose Reports > All Reports.

o Inthe left-side navigation pane, clickthe R tab. Move the pointer over [fj at the right of All

Reports and then select View.

. (Optional)Enter the name of the report that you are about to add to favorites in the search box.
. At the right of the report, click Add to Favorites inthe Actions column.

. Inthe displayed Add to Favorites dialog box, entertags forthe report.

. ClickAdd to Favorites.

1.6.4.1.10. Metadata operations

In this version, you can use only command lines to perform metadata operations.

1.6.4.1.10.1. Common parameters

Common parameters consist of the common request parameters and the common response
parameters.

Common request parameters

Common request parameters are request parameters that you must use when you call each APL.

Parameter descriptions
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Name Type Required Description
The APl name. For more
information about the
. . valid values, see APIs on
Action String Yes

the control side and
APIs on the deployment
side.

Common response parameters

Each time you send a request to call an API, the system returns a unique identifier, regardless of
whether the call is successful.

Parameter descriptions
Name Type Required Description

The request ID.

The request ID is

RequestID String Yes returned, regardless of
whether the API call is
successful.

Code String No The error code.

The reason of failure,
Message String No which appears when the
API call fails.

The type varies with the

request, which is The request result,

Result subject to the returned No which appears when the
result of the specific API call is successful.
API.

@ Note
e [f the APIcallis successful, RequestID is returned and the HTTP return code is 200.

e [f the APIcall fails, RequestID, Code, and Message are returned and the HTTP return code is
4XX Or 5xX.

Instance types
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{

"rds.mys2.small":{
"cpu":2,
"memory":4096,
"disk":51200,
"max_connections":60

B

"rds.mys2.mid":{

"cpu":4,

"memory":4096,

"disk":51200,

"max_connections":150
1>

"rds.mys2.standard":{
"cpu":6,
"memory":4096,
"disk":51200,
"max_connections":300

}’

"rds.mys2.large":{
"cpu":8,
"memory":7200,
"disk":102400,
"max_connections":600

B

"rds.mys2.xlarge":{
"cpu":9,
"memory":12000,
"disk":204800,
"max_connections":1500

b

"rds.mys2.2xlarge":{
"cpu":10,
"memory":20000,
"disk":512000,
"max_connections":2000

1.6.4.1.10.2. Make API requests

This topic describes how to make APIrequests fromthe control and deployment sides.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.
2. Inthe left-side navigation pane, choose Operations > Machine Operations.

3. Select a project fromthe drop-down list or enter a cluster or machine name to search forthe
machine.

4. Make API requests.

> Document Version: 20210719 152



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

o Make APIrequests fromthe control side
a. Find the machine and click Terminal inthe Actions columnto log onto the machine.

b. Onthe command line, enter the following command and press the Enter key to obtain the
value of intranet-domain:

grep 'intranet-domain' /cloud/app/tianji/TianjiClient#/service_manager/current/conf.global/kv.j
son

terminal service to reflect shell to web
~  kBs-A-2162

. amtest2’
— - - ® [adming@

Sgrep 'intranet-domain'

c. Use one of the following methods to make API requests fromthe control side. Listinstance is
used in the example.

m GET request
curl 'xdb-master.xdb.{intranet-domain}:15678?Action=ListInstance’
m POST request

curl 'xdb-master.xdb.{intranet-domain}:15678' -X POST -d '{"Action":"ListInstance"}'

o Make APIrequest fromthe deployment side
a. Find the machine and record the IP address in t he Hostname column.

b. Use one of the following methods to make API requests fromthe deployment side.
CheckState is used in the example.

Assume that the IP address of the machine is 127.0.XX.XX.
m GET request

curl '127.0.XX.XX:18765?Action=CheckState&Port=3606'
m POST request

curl'127.0.XX.XX:18765' -X POST -d '{"Action":"CheckState","Port":3606}'

1.6.4.1.10.3. APIs on the control side

Describelnstance

You can call this operation to query an instance.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type Required Description

The operation that you

. . want to perform. Set
Action String Yes
the value to

Describelnstance.
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Parameter Type Required Description
. The name of the
InstanceName String Yes .
instance.
Response para meters
The following table describes response parameters other than Common response parameters.
Parameter Type Required Description
InstancelD Integer Yes The ID of the instance.
. The name of the
InstanceName String Yes .
instance.
Domain String Yes The domain name.
The port of th
Port Integer Yes . port © €
instance.
The communication
PaxosPort Integer Yes port between instance
nodes.
The directory of the
InstanceDir String Yes . v
instance.
Level String Yes The instance type.
User String Yes The username.
Password String Yes The password.
The custom my.cnf
. . configuration of the
Confi Strin No
9 9 instance in the JSON
format.
. The IP address of the
LeaderlP String No
leader node.
. . The name of the
ActionName String Yes .
operation.
) . The status of the
ActionStatus String Yes .
operation.
. . The description of the
Description String Yes P

instance.
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Parameter Type Required Description
Indicates whether the
instance was deleted.
IsDeleted Integer No Valid values: 0 and 1.0
indicates no, and 1

indicates yes.

The information of the

NodelList [INodeinfo Yes .
instance node.

The following table describes the parameters of Nodelnfo.
Parameter Type Required Description
InstancelD Integer Yes The ID of the instance.

The name of the

InstanceName String Yes .
instance.
. The IP address of the
P String Yes .
instance node.
The ID of the instance
NodelD Integer Yes
node.
) . The name of the
ActionName String Yes .
operation.
. . The status of the
ActionStatus String Yes .
operation.
. . The description of the
Description String Yes P

instance.

Indicates whether the
instance was deleted.

IsDeleted Integer No Valid values: 0 and 1. 0
indicates no, and 1
indicates yes.

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=Describelnstance&InstanceName=xdb-meta’

Sample success responses
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{
"Result": {

"ActionName": "",
"Level": "rds.mys2.standard",
"InstancelD": 1,
"LeaderlIP": "10.39.XX.XX",
"Config": "{}",
"Description": "",
"ActionStatus": "",
"Domain": "xdb-meta.xdb.env8c-inc.com",
"PaxosPort": 11606,
"InstanceName": "xdb-meta",
"User": "xdb",
"Password": "xdb",
"Port": 3606,
"IsDeleted": 0,

"InstanceDir": "/apsarapangu/diskl/xdb/xdb_instance_3606",

"NodelList": [
{

"ActionStatus": "",
"ActionName": "",
"Description": "",
"InstancelD": 1,
"IP": "10.38.XX.XX",
"InstanceName": "xdb-meta",
"NodelD": 1,
"IsDeleted": 0

"ActionStatus":"",
"ActionName": "",
"Description": "",
"InstancelD": 1,

"IP": "10.39.XX.XX",
"InstanceName": "xdb-meta",
"NodelD": 2,

"IsDeleted": 0

"ActionStatus": "",
"ActionName": "",
"Description": "",
"InstancelD": 1,
"IP": "10.39.XX.XX",
"InstanceName": "xdb-meta",
"NodelD": 3,
"IsDeleted": 0
}
]
b,

"RequestID": "3CFCBA07-3D87-4A99-B8C1-E861A7D1A573"

}
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ListInstance

You can call this operation to list the basic information of instances.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type Required Description

The operation that you
. . want to perform. Set
Action String Yes P
the value to

ListInstance.

Response parameters

The following table describes response parameters other than Common response parameters.

Parameter Type Required Description

. The list of one or more
InstanceNames String Yes .
instance names.

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=ListInstance'

Sample success responses

{
"Result": {
"InstanceNames": [
"xdb-meta",
"xdb-instance-1",
"xdb-instance-2",
"xdb-instance-3"
1
b,
"RequestID": "A921B8C7-C833-417C-B46A-EOCE129EBE48"

}

Createlnstance

You can call this operation to create aninstance. This operation is an asynchronous task. You can query
the task result by calling the DescribeT askProgress operation based on the request ID in the responses.

Request parameters

The following table describes request parameters other than Common request parameters.
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Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
Createlnstance.
. The name of the
InstanceName String Yes .
instance.
User String Yes The username.
Password String Yes The password.
Level String Yes Instance types
The custom my.cnf
configuration of the
instance in the JSON
. . format. The key must
Config String No 4

be the same as the
value of the field in
my.cnf. The value must
be of the String type.

Response parameters

Common response parameters

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=Createlnstance&InstanceName=xdb-instance-1&User=ad
min&password=xdb&Level=rds.mys2.small'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "8BCB3B39-6140-459F-B283-F83C03ADC3CA"

}

Deletelnstance

You can call this operation to delete an instance. This operation is an asynchronous task. You can query
the task result by calling the DescribeT askProgress operation based on the request ID in the responses.

Request parameters

The following table describes request parameters other than Common request parameters.
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Parameter Type
Action String
InstanceName String

Response parameters

Common response parameters

Examples

Sample requests

Required

Yes

Yes

Description

The operation that you
want to perform. Set
the value to
Deletelnstance.

The name of the
instance.

curl'127.0.XX.XX:15678? Action=Deletelnstance&InstanceName=xdb-instance-1'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "9C40CCB3-4FAB-4242-9B87-792E8154E5CD"

}

Restartinstance

You can call this operation to restart aninstance. This operation is an asynchronous task. You can query
the task result by calling the DescribeT askProgress operation based on the request ID in the responses.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type
Action String
InstanceName String

Response parameters

Common response parameters

Examples

Sample requests

Required

Yes

Yes

Description

The operation that you
want to perform. Set
the value to
RestartInstance.

The name of the
instance.

159
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curl 'xdb-master.xdb.env8c-inc.com:15678? Action=Restartinstance&InstanceName=xdb-instance-2'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "47277A23-5FFE-4A46-B65F-E6F2569F44E5"

}

Upgradelnstance

You can call this operation to upgrade the minor version of an instance. This operation is an
asynchronous task. You can query the task result by calling the DescribeT askProgress operation based
onthe request ID in the responses.

Request parameters

The following table describes request parameters otherthan Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
Upgradelnstance.
. The name of the
InstanceName String Yes

instance.

Response parameters

Common response parameters
Examples
Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=Upgradelnstance&InstanceName=xdb-instance-2'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "95E8B098-B04A-4BCA-BEBE-DA1D11BBAD4A"

}
DescribeT askProgress
You can call this operation to query the task progress.

Request parameters

The following table describes request parameters other than Common request parameters.
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Parameter Type Required Description

The operation that you

: . want to perform. Set

Action String Yes

the value to

DescribeT askProgress.
RequestID String Yes The ID of the request.

Response parameters

The following table describes response parameters other than Common response parameters.

Parameter Type Required Description

The task progress of
the instance. Valid

P tri Y
oo oting es values: pending, doing,
done, and failed.
Description String Yes The description of the
task progress.
Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DescribeTaskProgress&RequestID=47277A23-5FFE-4A46-
B65F-E6F2569F44E5'

Sample success responses

{
"Result": {
"Progress": "done",
"Description": "Success"

13
"RequestID": "AC535130-F40E-4D45-BC05-0F45C8473346"

}
ChangeleaderTo
You can call this operation to change the leader role of aninstance to another node.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type Required Description
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Parameter Type Required Description

The operation that you
want to perform. Set
the value to
ChangelLeaderTo.

Action String Yes

. The name of the
InstanceName String Yes .
instance.
The IP address of the
machine where the new
leader node is
deployed.

IP String Yes

Response parameters

Common response parameters

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=ChangeLeaderTo&InstanceName=xdb-instance-1&IP=10.
39.XX.XX'

Sample success responses

{
"Result": "Success",
"RequestID": "37638DE5-14C1-4D2E-984F-FEA1F29C9F84"

}

ModifylnstanceLevel

You can call this operation to modify the instance type. This operation is an asynchronous task. You can
query the task result by calling the DescribeT askProgress operation based on the request IDinthe
responses.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
ModifylnstanceLevel.
. The name of the
InstanceName String Yes .
instance.
Level String Yes The new instance type.
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Response parameters
Common response parameters
Examples
Sample requests
curl 'xdb-master.xdb.env8c-inc.com:15678? Action=ModifyInstanceLevel&InstanceName=xdb-instance-1&Le

vel=rds.mys2.mid'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "21B91211-BB09-4665-835D-9471A6F07F24"

}

DescribelLeader

You can call this operation to query the leader node information of an instance.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action String Yes
the value to
DescribelLeader.
. The name of the
InstanceName String Yes

instance.

Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description

The IP address of the

LeaderlP Stri Y
cader ring e leader node.
The port of the
Port Integer Yes . P
instance.
User String Yes The username.
Password String Yes The password.
Examples
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Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DescribeLeader&InstanceName=xdb-meta'

Sample success responses

"RequestID": "2FO5EE81-DC47-478E-9CA9-9AE8CA809151"

{
"Result": {
"LeaderIP": "10.27.XX.XX",
"Password": "xdb",
"Port": 3606,
"USGr"Z led bll
b
}
RecreateNode

Recreates an instance node.

Description

Uses other available nodes to recreate an instance node by backup and recovery. This is an
asynchronous task. You can view the task result by calling the DescribeT askProgress APl based on the

RequestID in the responses.

Request parameters

For more information about the common request parameters, see Common request parameters.

Name Type

Action String
InstanceName String
IP String

Response parameters

Common response parameters

Examples

Sample requests

Required

Yes

Yes

Yes

Description

The parameter
specified by the system.
Value: RecreateNode

The instance name.
The IP address of the

instance node to be
recreated.

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=RecreateNode&InstanceName=xdb-instance-1&IP=10.39.

XX.XX'

Sample responses
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{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "7TFO79E11-1DE9-4148-A9FA-683E4C58F9C2"

}

CreateDatabase

You can call this operation to create a database and a user.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
CreateDatabase.
. The name of the
InstanceName String Yes .
instance.
The name of the
DBName String Yes
database.
User String Yes The username.
Password String Yes The password.

Response param eters
Common response parameters
Examples
Sample requests
curl "*db-master.*db.env8c-inc.com:15678? Action=CreateDatabase&InstanceName=*db-instance-1&DBNam

e=***&User="**&Password=***_password'

Sample success responses

{

"Result": "Success",
"RequestID": "A2BEF74F-5C3A-4CEF-A2B8-C14C71E36569"

}

DeleteDatabase

You can call this operation to delete a database.

Request parameters
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The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
DeleteDatabase.
. The name of the
InstanceName String Yes .
instance.
The name of the
DBName String Yes database to be

deleted.

Response parameters
Common response parameters
Examples
Sample requests
curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DeleteDatabase&InstanceName=xdb-instance-1&DBNam

e=xdb'

Sample success responses

{
"Result": "Success",
"RequestID": "23F75A0A-B1D6-4341-BD5B-1A5F3FD45848"

}

DeleteUser

You can call this operation to delete a user.

Request parameters
The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
Action String Yes want to perform. Set
the value to DeleteUser.

The name of the

InstanceName String Yes .
instance.

User String Yes The username.
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Parameter Type Required Description

The range of IP
addresses of hosts to
which the user logs on.

Host String No If you do not specify
this parameter, the user
is deleted from all the
IP addresses.

Response parameters

Common response parameters

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DeleteUser&InstanceName=xdb-instance-1&User=admin
&Host=10.39.XX.XX'

Sample success responses

{

"Result": "Success",
"RequestID": "6A82AFF6-2B4D-48EF-868D-BBA54667D846"

}

1.6.4.1.10.4. APIs on the deployment side

CheckHealth

You can call this operation to check whether an instance node assumes a leader role and is able to read
and write data.

Description

You can call this operation to check whether an instance node assumes a leader role. An instance node
is considered to be healthy only when it assumes a leader role and is able to read and write data.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set
the value to
CheckHealth.

Action String Yes

The port of the instance

Port Integer Yes
9 node.
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Response parameters

The following table describes response parameters other than Common response parameters.

Parameter Type Required Description
health Boolean Yes The health status.
Examples

Sample requests

curl'127.0.XX.XX:18765? Action=CheckHealth&Port=3606'

Sample success responses

{
"Result": {
"health": true
b
"RequestID": "304B69CE-1566-4E87-B618-233F40238FFF"
}
{
"Message":"{\"health\": false}",
"Code":"NodeNotHealth",
"RequestID":"E939DB9B-4337-4B1C-8680-F62BEDD645DC"
}
CheckState

You can call this operation to check whether the status of an instance node is normal.

Description

You can call this operation to check whether the status of an instance node is normal. Two scenarios
are available:

o The node assumes a leader role and is able to read and write data.

e The node assumes a follower role and is able to read data.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type Required Description

The operation that you
Action String Yes want to perform. Set
the value to CheckState.

The port of the instance

Port Integer Yes
9 node.
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Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description

) The IP address of the
IP String Yes .
instance node.
The port of the
Port Integer Yes . P
instance.
The role of the instance
Role String Yes
node.
Indicates whether the
Writeable String Yes instance node can write
data.

Indicates whether the
Readable String Yes instance node can read
data.

The status of the
instance node. If the
instance node is normal,
GOOD s returned.
Otherwise, ERRORis
returned.

State String Yes

Examples

Sample requests

curl'127.0.XX.XX:18765? Action=CheckState&Port=3606'

Sample success responses

{
"Result": {

"Readable": true,
"State": "GOOD",
"Role": "Follower",
"Port": 3606,

"IP": "10.39.XX.XX"

L
"RequestID": "45A59426-46D3-4709-8DD6-CD9F243336E0"

}

DescribeNodeStatus

You can call this operation to query the status of aninstance node.

Description
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You can call this operation to query the status of an instance node. A leader node must be able to read
and write data. A follower node must be able to read data.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action String Yes
the value to
DescribeNodeStatus.
The port of the instance
node. This parameter
Port Integer Yes must be specified if the

instance is in
single_machine mode.

Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description

. The IP address of the

IP String Yes )

instance node.

The port of the instance

Port Integer Yes P

node.

. The role of the instance

Role String Yes

node.

. . Indicates whether the

Writeable String Yes .

node can write data.

) Indicates whether the

Readable String Yes
node can read data.
The number of
connections. If this

ConnectionCount Integer/String Yes parameter value cannot
be obtained, unknown
is returned.

The maximum number
of connections. If this

MaxConnectionCount Integer/String Yes parameter value cannot
be obtained, unknown
is returned.
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Parameter Type Required Description

The usage of
connections. If this

ConnectionPercent Integer/String Yes parameter value cannot
be obtained, unknown
is returned.

The queries per second
(QPS). If this parameter

QPS Integer/String Yes value cannot be
obtained, unknown is
returned.

The CPU utilization. If
this parameter value
cannot be obtained,
unknown is returned.

CpuPercent Integer/String Yes

The memory usage. If
this parameter value
cannot be obtained,
unknown is returned.

MemoryPercent Integer/String Yes

The disk usage. If this
parameter value cannot
be obtained, unknown
is returned.

DiskPercent Integer/String Yes

The status of the
instance node. If the
instance node is normal,
GOOD is returned.
Otherwise, ERROR is
returned.

State String Yes

Examples

Sample requests

curl '127.0.XX.XX:18765? Action=DescribeNodeStatus&Port=3606'

Sample success responses

171 > Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

{

"Result": {
"CpuPercent": 2.74,
"IP": "10.39.XX.XX",
"Readable": true,
"MemoryPercent": 56.13,
"State": "GOOD",
"Role": "Follower",
"MaxConnectionCount": 500,
"ActiveThreadCount": 34,
"Writeable": false,
"ConnectionCount": 37,
"DiskPercent": 3.0,
"ConnectionPercent": 7.4,
"QPS": 15.95,
"Port": 3606

}’

"RequestID": "D18328B1-78A9-4F3E-BB2E-B27AB7683C19"

}

ListNode

You can call this operation to query the basic information of instance nodes.

Request parameters
The following table describes request parameters other than Common request parameters.
Parameter Type Required Description
The operation that you

Action String Yes want to perform. Set
the value to ListNode.

Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description

The list of one or more

Nodes String Yes .
instance node names.

Examples

Sample requests

curl'127.0.XX.XX:18765? Action=ListNode'

Sample success responses
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{
"Result": {
"Nodes": [
"xdb-instance-1",
"xdb-instance-2",
"xdb-instance-3",
"xdb-meta"
1
b
"RequestID": "3F7BB536-FA3F-4597-A3DF-E5830F5A3A21"

}

BackupNode

You can call this operation to back up the data of aninstance node and transferthe datato a
specified location. An nc command is used to specify a port for receiving the data.
Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set
the value to
BackupNode.

Action String Yes

The port of the

Port Integer Yes .
instance.

The IP address of the
TargetIP String Yes location to which you
want to transfer data.

The port of the location

TargetPort Integer Yes to which you want to
transfer data.

Response parameters

Common response parameters

Examples

Sample requests

curl '127.0.XX.XX:18765? Action=BackupNode&Port=3606&TargetIP=10.39.XX.XX&TargetPort="

Sample success responses
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{
"Result": "Success",
"RequestID": "6A82AFF6-2B4D-48EF-868D-BBA54667D846"

}

1.6.4.1.11. Appendix
1.6.4.1.11.1. IP list

This report displays the IP addresses of physical machines and Docker applications.

IP List of Physical Machines

ltem Description

Project The project name.

Cluster The cluster name.

Machine Name The hostname of the machine.
P The IP address of the machine.

IP List of Docker Applications

ltem Description

Project The project name.

Cluster The cluster name.

Service The service name.

Server Role The server role name.
Machine Name The hostname of the machine.
Docker Host The Docker hostname.
Docker IP The Docker IP address.

1.6.4.1.11.2. Project component info report

This report displays the name and status for each type of project components, including services, server
roles, and machines.

ltem Description

Project The project name.
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ltem Description
Cluster The name of a cluster in the project.
Service The name of a service in the cluster.
Server Role The name of a server role in the service.

Server Role . .
The running status of the server role on the machine.
Status

The action that the server role performs on the machine. Data is available only when

Server Role .
Apsara Infrastructure Management Framework asks the server role to perform certain

Action actions, such as rolling and restart actions.
Machine Name The hostname of the machine.

P The IP address of the machine.

Machine Status The running status of the machine.

The action that Apsara Infrastructure Management Framework asks the machine to

Machine Action .
perform, such as the clone action.

1.6.4.1.11.3. Machine info report

This report displays the statuses of machines and server roles on the machines.

Machine Status

Displays all the machines currently managed by Apsara Infrastructure Management Framework and their
corresponding statuses. In the Global Filter section at the top of the page, select the project, cluster,
and machine fromthe project, cluster, and machine drop-down lists, and then click Filter on the
right to filter the data.

ltem Description

Machine Name The machine name.

P The IP address of the machine.

Machine Status The machine status.

Machine Action The action currently performed by the machine.

Machine Action
Status

The action status.

Status Description The description about the machine status.

Expected Server Role List

Select arow inthe Machine Status section to display the corresponding information in this list.
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ltem

Machine Name

Server Role

Description
The machine name.

The name of the expected server role on the machine.

Abnormal Monitoring Status

Select a row in the Machine Status section to display the corresponding information in this list.

item

Machine Name

Monitored Item

Level

Description

Updated At

Description

The machine name.

The name of the monitored item.

The level of the monitored item.

The description of the monitored item contents.

The updated time of the monitored item.

Server Role Version and Status on Machine

Select arow in the Machine Status section to display the corresponding information in this list.

ftem

Machine Name
Server Role

Server Role Status
Target Version
Current Version
Status Description

Error Message

Description

The machine name.

The server role name.

The status of the server role.

The expected version of the server role on the machine.
The current version of the server role on the machine.
The description about the status.

The exception message of the server role.

Monitoring Status

Select arow in the Machine Status section to display the corresponding information in this list.

ltem

Machine Name

Server Role

Monitored Item

Description

The machine name.

The server role name.

The name of the monitored item.
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ltem Description
Level The level of the monitored item.
Description The description of the monitored item contents.
Updated At The updated time of the monitored item.

1.6.4.1.11.4. Rolling info report

This report displays the running and completed rolling tasks and the task-related statuses.

Choose a rolling action

This section displays the rolling tasks that are running. If no rolling tasks are running, no data is
displayed in this section.

ltem Description

Cluster The name of the cluster.

Git Version The version of the change that triggers the rolling task.

Description The description about the change entered by a user when the user submits the change.
Start Time The start time of the rolling task.

End Time The end time of the rolling task.

Submitted

By The ID of the user who submits the change.

Rolling Task

The current status of the rolling task.
Status

Submitted

At The time when the change is submitted.

Server Role in Job

When you select a rolling task in the Choose a rolling action section, this section displays the rolling
statuses of serverroles related to the selected task. If no rolling tasks are selected, the statuses of
server roles related to all historical rolling tasks are displayed.

ltem Description
Server Role The name of the server role.

Server Role .

The rolling status of the server role.
Status

Error

The exception message of the rolling task.
Message P 9 9
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item

Git Version

Start Time

End Time

Approve
Rate

Failure Rate

Success Rate

Description
The version of change to which the rolling task belongs.
The start time of the rolling task.

The end time of the rolling task.

The proportion of machines for which the rolling task was approved by the decider.

The proportion of machines on which the rolling task failed.

The proportion of machines on which the rolling task succeeded.

Server Role Rolling Build Information

This section displays the current and desired versions of each application in the server role during the

rolling process.
ltem
App
Server Role
From Build

To Build

Description

The name of the application that requires rolling in the server role.
The server role to which the application belongs.

The version of the application before the upgrade.

The version of the application after the upgrade.

Server Role Statuses on Machines

When you select a serverrole in the Server Role in Job section, this section displays the status of the
server role on each machine.

ftem

Machine Name

Description

The name of the machine on which the server role is deployed.

Expected Version The desired version of the server role.

Actual Version
State
Action Name

Action Status

1.6.4.1.11

The current version of the server role.
The status of the server role.
The ongoing action of the server role.

The status of the action.

.5. Machine RMA approval pending list
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Some Apsara Infrastructure Management Framewaork actions (such as restart) on machines and server
roles can be triggered by users, but this type of actions must be reviewed and approved. T his report is
used to process the actions that must be reviewed and approved.

Machine

Displays the basic information of pending approval machines.

ltem

Project
Cluster
Hostname

P

State

Action Name
Action Status

Actions

Machine Serverrole

Description

The project name.

The cluster name.

The hostname of the machine.

The IP address of the machine.

The running status of the machine.

The action on the machine.

The status of the action on the machine.

The approval button.

Displays the information of server roles on the pending approval machines.

item

Project

Cluster

Hostname

IP

Serverrole

State

Action Name

Action Status

Actions

Machine Component

Description

The project name.

The cluster name.

The hostname of the machine.

The IP address of the machine.

The server role name.

The running status of the server role.

The action on the server role.

The status of the action on the server role.

The approval button.

Displays the hard disk information of pending approval machines.
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ltem Description

Project The project name.

Cluster The cluster name.

Hostname The hostname of the machine.
Component The hard disk on the machine.

State The running status of the hard disk.
Action Name The action on the hard disk.

Action Status The status of the action on the hard disk.
Actions The approval button.

1.6.4.1.11.6. Registration vars of services

This report displays values of all service registration variables.

ltem Description
Service The service name.
Service

. . The service registration variable.
Registration

Cluster The cluster name.

Update Time The updated time.

1.6.4.1.11.7. Virtual machine mappings

Use the globalfilter to display the virtual machines of a specific cluster.

Displays the information of virtual machines in the cluster. Data is available only when virtual machines
are deployed in the cluster.

ltem Description

Project The project name.

Cluster The cluster name.

VM The hostname of the virtual machine.

The hostname of the physical machine on which the virtual machine is

Currently Deployed On currently deployed.

> Document Version: 20210719 180



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con

sole

ltem

Target Deployed On

1.6.4.1.11.8. Service inspector report

Description

The hostname of the physical machine on which the virtual machine is

expected to be deployed.

Use the globalfilter to display the service inspection reports of a specific cluster.

Service Inspector: Data is available only for services with inspection configured.

item

Project

Cluster

Service

Description

Level

1.6.4.1.11.9. Resource application report

Description

The project name.

The cluster name.

The service name.

The contents of the inspection report.

The level of the inspection report.

Inthe Global Filter section, select the project, cluster, and machine fromthe project, cluster, and
machine drop-down lists and then click Filter on the right to display the corresponding resource

application data.

Change Mappings

ftem

Project

Cluster

Version

Resource Process
Status

Msg

Begintime

Endtime

Description
The project name.
The cluster name.

The version where the change occurs.

The resource application status in the version.

The exception message.

The start time of the change analysis.

The end time of the change analysis.

Changed Resource List
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ltem

Res

Type

Name

Owner

Parameters

Ins

Instance ID

Description

The resource ID.

The resource type.

The resource name.

The application to which the resource belongs.

The resource parameters.

The resource instance name.

The resource instance ID.

Resource Status

ltem

Project

Cluster

Service

Server Role

APP

Name

Type

Status

Parameters

Result

Res

Reprocess Status

Reprocess Msg

Reprocess Result

Refer Version
List

Description

The project name.

The cluster name.

The service name.

The server role name.

The application of the server role.

The resource name.

The resource type.

The resource application status.

The resource parameters.

The resource application result.

The resource ID.

The status of the interaction with Business Foundation System during the VIP

resource application.

The error message of the interaction with Business Foundation System during the VIP

resource application.

The result of the interaction with Business Foundation System during the VIP resource

application.

The version that uses the resource.
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ltem Description
Error Msg The exception message.

1.6.4.1.11.10. Statuses of project components

This report displays the statuses of all abnormal server roles on machines wit hin the current project. This
report also displays the alert information of server roles and machines reported to Monitoring System.

Error State Component Table

This section displays the server roles that are not in the GOOD state orthat are pending upgrade.

ltem Description

Project The name of the project.

Cluster The name of the cluster.

Service The name of the service.

Server Role The name of the server role.

Machine Name The name of the machine.

Need Upgrade Specifies whether the version has reached the desired state.
Server Role Status The status of the server role.

Machine Status The status of the machine.

Server Role Alert Information

When you select arow inthe Error State Component Table section, this section displays the
corresponding information.

ltem Description

Cluster The name of the cluster.

Service The name of the service.

Server Role The name of the server role.
Machine Name The name of the machine.
Monitored ltem The name of the server role metric.
Level The severity level of the alert.
Description The description of the alert.
Updated At The update time of the alert.
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Machine Alert Information

When you select arow inthe Error State Component Table section, this section displays the
corresponding information.

ltem Description

Cluster The name of the cluster.

Machine Name The name of the machine.
Monitored ltem The name of the server role metric.
Level The severity level of the alert.
Description The description of the alert.
Updated At The update time of the alert.

Service Inspector Information

When you select a row inthe Error State Component Table section, this section displays the
corresponding information.

ltem Description

Cluster The name of the cluster.

Service The name of the service.

Server Role The name of the server role.
Monitored ltem The name of the server role metric.
Level The severity level of the alert.
Description The description of the alert.
Updated At The update time of the alert.

1.6.4.1.11.11. Relationship of service dependency

This report displays the dependencies among server roles. Use the global filter to display the data of a
specific clusterin the list.

ltem Description

Project The project name.
Cluster The cluster name.
Service The service name.
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ltem Description
Server Role The server role name.
Dependent . )
P . The service on which the server role depends.
Service
Dependent

The server role on which the server role depends.
Server Role

Dependent

The cluster to which the dependent server role belongs.
Cluster

Dependency in

. Whether the dependent server role reaches the final status.
Final Status

1.6.4.1.11.12. Check report of network topology
This report checks if network devices and machines have wirecheck alerts.

Check Report of Network Topology

Checks if network devices have wirecheck alerts.

ltem Description

Cluster The cluster name.

Network Instance The name of the network device.

Level The alert level.

Description The description about the alert information.

Check Report of Server Topology

Checks if servers (machines) have wirecheck alerts.

ltem Description

Cluster The cluster name.

Machine Name The server (machine) name.

Level The alert level.

Description The description about the alert information.

1.6.4.1.11.13. Clone report of machines

This report displays the clone progress and status of machines.
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Clone Progress of Machines

ltem Description

Project The project name.

Cluster The cluster name.

Machine Name The machine name.

Machine Status The running status of the machine.

Clone Progress The progress of the current clone process.

Clone Status of Machines

ltem Description

Project The project name.

Cluster The cluster name.

Machine Name The machine name.

Machine Action The action performed by the machine, such as the clone action.

Machine Action . .
The status of the action performed by the machine.

Status

Machine Status The running status of the machine.

Level Whether the clone action performed by the machine is normal.
Clone Status The current status of the clone action performed by the machine.

1.6.4.1.11.14. Auto healing/install approval pending

report

The list structure is the same as the machine RMA approval pending list, whereas t his view is used for
the approval during the installation. For more information, see Machine RMA approval pending list.

1.6.4.1.11.15. Machine power on or off statuses of

clusters

After a cluster starts or shuts down machines, you can view the related information in this report.

Cluster Running Statuses

If a clusteris starting or shutting down machines, the corresponding data is available in this list. No data
indicates that no cluster has machines shut down.
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ltem Description
Project The project name.
Cluster The cluster name.
Action Name The startup or shutdown action that is being performed by the cluster.
Action Status The status of the action.

Server Role Power On or Off Statuses

Displays the power on or off statuses of server roles in the cluster selected in the Cluster Running
Statuses section.

Select a row in the Cluster Running Statuses section to display the information of the corresponding
clusterin the list.

ltem Description
Cluster The cluster name.
Server Role The server role name.

The startup or shutdown action that is being performed by the server

Action Name
role.

Action Status The status of the action.

Statuses on Machines
Displays the running status of the selected server role on machines.

Select arow inthe Server Role Power On or Off Statuses section to display the information of the
corresponding server role in the list.

ltem Description

Cluster The cluster name.

Server Role The server role name.

Machine Name The machine name.

Server Role Status The running status of the server role.

Server Role Action The action currently performed by the server role.

Server Role Action
Status

The status of the action.

Error Message The exception message.

Machine Statuses
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Displays the running statuses of machines in the selected cluster.

Select a row in the Statuses on Machines section to display the information of the corresponding
machine in the list.

ltem Description

Cluster The cluster name.

Machine Name The machine name.

P The IP address of the machine.

Machine Status The running status of the machine.

Machine Action The action currently performed by the machine.
Machine Action Status The action status of the machine.

Error Message The exception message.

1.6.4.2. New console

1.6.4.2.1. Introduction to Apsara Infrastructure

Management Framework

This topic describes the features and terms of Apsara Infrastructure Management Framework.

1.6.4.2.1.1. What is Apsara Infrastructure Management

Framework?

Apsara Infrastructure Management Framework is a distributed data center management system. It can
manage applications within clusters that contain multiple machines and provide basic features such as
deployment, upgrade, scale-in, scale-out, and configuration change.

Apsara Infrast ructure Management Framework also provides data monitoring and report analysis
features to facilitate end-to-end operations and maintenance (0&M) and management. In large-scale
distributed scenarios, Apsara Infrastructure Management Framework offers automatic O&M to improve
0&M efficiency and system availability.

Apsara Infrastructure Management Framework is composed of TianjiMaster and TianjiClient. TianjiClient is
installed as an agent on a machine. TianjiMaster delivers the received commands to TianjiClient. Apsara
Infrastructure Management Framework uses components to implement different features and provides
users with the APIServer and console.

1.6.4.2.1.2. Features

This topic describes the core features of Apsara Infrastructure Management Framework.

Apsara Infrastructure Management Framework provides the following core features:
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e Initializes networks within a data center.

e Manages server installation and maintenance processes.
e Deploys, scales, and upgrades cloud services.

e Manages cloud service configurations.

e Applies for cloud service resources.

e Repairs software and hardware faults.

e Monitors software and hardware infrastructure and business processes.

1.6.4.2.1.3. Terms

This topic describes the basic terms related to Apsara Infrastructure Management Framework.
project
A group of clusters. A project provides services for users.

cluster

A group of physical machines. A cluster provides services logically and is used to deploy software of a
project.

A cluster can only belong to a single project. Multiple services can be deployed within a cluster.

service

A group of software programs used to provide an independent set of features. A service is composed
of one or more server roles. A service can be deployed within multiple clusters to provide service
capabilities. For example, pangu, fuxi, and nuwa are all services.

service instance

A service that is deployed within a cluster.

server role

One or more indivisible feature units of a service. A server role is composed of one or more applications.
If a service is deployed within a cluster, all server roles of the service must be deployed on machines
within the same cluster. Multiple server roles, such as PanguMaster and TianjiClient, can be deployed on
the same machine.

service role instance

A service role that is deployed on a machine. A service role can be deployed on multiple machines.

application

A process component contained in a server role. Each application works independently. Applications are
the minimum units that can be deployed and upgraded in Apsara Infrastructure Management
Framework, and can be deployed on each machine. Typically, an application is an executable software
program or Docker container.

If a serverrole is deployed on a machine, all applications in the server role must be deployed onthe
machine.
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Rolling

A process in which Apsara Infrastructure Management Framework upgrades services and modifies
cluster configurations based on the configurations updated by users.

service configuration template

A template that contains the same service configurations. A service configuration template can make it
easy to write the same configurations to different clusters, and applies to large-scale deployment and
upgrade scenarios.

associated service template

A file named template.conf in service configurations. The file declares that a specific version of a
service configuration template is used by a service instance.

service deployment

An action that deploys a service from scratch within a cluster.

desired state

A state in which all hardware and software on each machine of a cluster work normally and all software
programs are in the desired versions.

dependency

A dependency relationship between server roles in a service. Tasks are executed or configurations are
upgraded based on the dependency relationship. For example, assume that A depends on B. In this
case, A is downloaded after B is downloaded and upgraded after B is upgraded. By default, the
dependency of configuration upgrade does not take effect.

upgrade

A way to change the current state of a service to the desired state. After a user submits a version
change request, Apsara Infrastructure Management Framework can upgrade the service version to the
desired version. An upgrade is performed on each server role, and aims to upgrade all machines to the
desired version.

Before an upgrade starts, the current and desired states of a cluster are the same. When a user submits
a version change request, the current state remains unchanged, but the desired state changes. A rolling
taskis generated to gradually approximate the current state to the desired state. When the upgrade
ends, the current state is exactly the same as the desired state.

1.6.4.2.2. Log on to the Apsara Infrastructure

Management Framework console
This topic describes how to log on to the Apsara Infrastructure Management Framework console.

Prerequisites

e The endpoint of the Apsara Uni-manager Operations Console and the username and password used
to log onto the console are obtained fromthe deployment personnel or an administrator.
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e The endpoint of the Apsara Uni-manager Operations Console is in the following format: region-id.op
s.asconsole.int ranet-domain-id.com.

e A browser is available. We recommend that you use Google Chrome.

Procedure
1. Open your browser.

2. Inthe address bar, enterthe endpoint region-id.ops.asconsole.intranet-domain-id.com. Press the
Enter key.

Engllsh

@ Note

You can select a language fromthe drop-down list in the upper-right corner of the page.

3. Enteryour username and password.

® Note

Obtain the username and password used to log on to the Apsara Uni-manager Operations
Console fromthe deployment personnel or an administrator.

When you log on to the Apsara Uni-manager Operations Console for the first time, you must
change the password of your username. For security reasons, your password must meet the
following requirements:

o The password contains uppercase and lowercase letters.
o The password contains digits.

o The password contains special characters such as exclamation points (!), at signs (@), number
signs (#), dollar signs ($), and percent signs (%).

o The password is 10 to 20 characters in length.
4. ClickLog On.
5. Inthe top navigation bar, click O&M.

6. Inthe left-side navigation pane, choose Product Management > Products.

191 > Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

7. Inthe Apsara Stack O&M section, choose Basic 0&M > Apsara Infrastructure Management

Framework.

1.6.4.2.3. Instructions for the homepage

Afteryou log onto the Apsara Infrastructure Management Framework console, the homepage appears.
This topic describes the basic operations and features available on the homepage.

Log onto the Apsara Infrastructure Management Framework console. The homepage appears, as

shown in the following figure.

Homepage of the Apsara Infrastructure Management Framework console

\Pn‘!ir‘a’:r)"p’era\mn sion  English (US) . v
= ®
@ Clusters e Instances Machines
@ Homepage
ions >
7 8571« 1 151 98.68. 2 23 100.00- O
- Clusters Desired State  Abnormal Instances Desired State  Abnormal Machines Normal Abnormal
B Reports
@ Monitoring My Tasks | Tasks in Last Week: 27 o Quick Actions e
& Tools
o Failed: 3 @ In Progress: 1 o Preparing: 2 Pl
- - § _— i Project OAM Permission  Monitoring
= EmONS commit by tianji importer AOS-NUWA: update the glob... Operations  Management  System Resource
Statistic
Status:  In Progress Status Status
Continued: an hour Continued: an hour Continued: an hour
Details > Details > Details >

The following table describes the functional sections on the homepage.

Description of functional sections

No. Section Description
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No.

Section

Left-side
navigation
pane

Top
navigation
bar

Description

Operations: the quick entrance to operations & maintenance (0O&M)
operations, which allows you to find operations and their objects. This
menu consists of the following submenus:

o Project Operations: allows you to manage projects based on your
project permissions.

o Cluster Operations: allows you to perform O&M and management
operations on clusters based on your project permissions. For example,
you can view the status of clusters.

o Service Operations: allows you to manage services based on your
service permissions. For example, you can view the service list.

© Machine Operations: allows you to perform O&M and management
operations on all machines. For example, you can view the status of
machines.

Tasks: Rolling tasks are generated after you modify configurations in the
system. This menu allows you to view the running tasks, task history, and
deployment of clusters, services, and server roles in all projects.

Reports: allows you to view monitoring data in tables and find specific
reports by using fuzzy search.

Monitoring: monitors metrics during system operations and sends alert
notifications for abnormal situations. This menu allows you to view the
alert status, modify alert rules, and search alert history.

Tools: provides tools such as machine 0&M, IDC shutdown, and clone
progress.

Search box: supports global search. You can enter a keyword in the search
box to search for clusters, services, and machines.

The following information is displayed when you move the pointer over
the time:

o TJDB Sync Time: the time when the data on the current page is
generated.

o Desired State Calc Time: the time when the desired-state data on
the current page is calculated.

The system processes data as fast as it can after the data is generated.
Latency exists because Apsara Infrastructure Management Framework is
an asynchronous system. Time information helps explain why data on
the current page is generated and determine whether the system is
faulty.

Back to Old Version: allows you to return to the old version of the
Apsara Infrastructure Management Framework console.

English (US): the current display language of the console. You can select
another language from the drop-down list.

Profile picture: allows you to select Exit from the drop-down list to log
off your account.
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No. Section
Status bar
® of global
resources
Task status
® b
ar
Quick
® Actions
section
Show/hide
© button

Description

Displays the overview of global resources.

Clusters: displays the total number of clusters, the percentage of
clusters that have reached the desired state, and the number of abnormal
clusters.

Service Instances: displays the total number of instances, the
percentage of instances that have reached the desired state, and the
number of abnormal instances.

Machines: displays the total number of machines, the percentage of
normal machines, and the number of abnormal machines.

You can move the pointer over each section and then click Details to go to
the Cluster Operations, Service Operations, or Machine Operations page.

Displays the information of tasks submitted within the last week. You can
click the number next to a task state to go to the My Tasks page and view
the task details.

The top 5 latest tasks are displayed in the lower part of the section. You can
click Details corresponding to each task to view the task details.

Displays links of the following common quick actions:

® Project Operations: allows you to go to the Project Operations page.

e OAM Permission Management: allows you to go to the Operation

Administrator Manager (OAM) console. OAM is a centralized permission
management platform in the Apsara Uni-manager Operations Console.

Monitoring System Resource Statistics: allows youto go to the
Grafana console of Monitoring System. The Grafana console displays the
running data of Monitoring System and facilitates your 0&M operations.

@ Note Monitoring System Resource Statistics is displayed
only when Monitoring System is deployed in the environment.

Allows you to expand or collapse the left-side navigation pane to narrow or
enlarge the workspace.

1.6.4.2.4. Operations

1.6.4.2.4.1. Project operations

This topic describes how to query a project and view its details.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Inthe left-side navigation pane, choose Operations > Project Operations.
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3. Onthe Project Operations page, performthe following operations:

1.6.4.2.4.2. Cluster operations

T his topic describes the actions about cluster operations.

= ! Project Operations

| Project Status Statistics

amtest72 '

I Project Status
| D
| e
| ards

® Desired State 43 Projects

Net Dasired St

Alerting 2

Alerting 2

Alerting 2

o Query a project

stz 19 Proiects

Alerting 16

Alerting 2

Alerting 20

Deplay Dats

IDC Topalogical Graph | | amtestza

In the upper-right corner of the Project Status section, enter the name of a project inthe
search box to search for the project. The search results include the number of alerts, the number
of tasks in progress, and whether the project reaches the desired state.

o View project details

m Clickthe number next to Alerting corresponding to a project. In the Alert Information dialog
box, view the metric name, metric type, and alert source. Click the alert source to view service

details.

m Clickthe number next to In Progress corresponding to a project. In the Tasks dialog box, view

details about service upgrade and machine change.

View the cluster list

T his topic describes how to view all clusters and their information.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Use one of the following methods to go to the cluster list:

o Onthe Home page, move the pointer over the Cluster section and click Details in the upper-

right corner.

o Inthe left-side navigation pane, choose Operations > Cluster Operations.

| Clusters

IDC | amtest73

Clusters

Project | All

Machine Status

7in Total

in Total

2in Totat

Server Role Status

n Tota!

Task Status Actions

The following table describes the information displayed in the cluster list.
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Parameter

Cluster

Region

Status

Machine Status

Description
The name of the cluster. Click the cluster name to view the cluster details.

The region where the cluster is deployed.

Specifies whether the cluster reaches the desired state. Click the | 7|icon to

filter clusters.
o Desired State: The cluster has reached the desired state.

o Not Desired State: The cluster has reached the desired state for the first
time but a server role has not reached the desired state due to undefined
reasons.

The number of machines within the cluster and the machine status. Click the
machine status to go to the Machines tab of the Cluster Details page.
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Parameter Description

The number of server roles within the cluster and the server role status. Click
a server role status to go to the Services tab of the Cluster Details page.
Click Abnormal in the Server Role Status column to view all the abnormal
server roles in the cluster in the displayed dialog box. Click View Details in
the upper-right corner of the dialog box to go to the Services tab of the
Cluster Details page.

Server Role Status Task Status 7
Tin Tota | Mormal Sucoessfu
3ginTotal | Apnermal: 20 Failed
Abnermal Server Roles View Details
33 in Total |
Server Role
38 inTotal |

tiznji. TianjiCliens Machimne Eror

5 in Tota | tianji-sshiunnel-client 38H1 e En
. nuwa. MuwaConfig? Machine Error
B in Tota |
Server Role Status o
nuwa. NuwaProxs -
58 in Total | C
EcsTde Tdc# e En
11 in Total
EcsMbd Mbd= e En
4 in Total
ers-hrlanznsr NeMmenbd Mlzrhing Frenr

Top 20

The status of the task related to the cluster. Click the |7 icon to filter
Task Status

clusters. Click the task status to view the task details.

The available operations. Click Operations to go to the Cluster Details
page.

Actions

View details of a cluster

This topic describes how to view details of a cluster.

Procedure
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1. Log onto the Apsara Infrastructure Management Framework console.

A w N

page.

Section Parameter

Status

Project

Region

Included Server
Roles

Included

Machines

Purpose

Task Status

Clone Mode

System
Configuration

Git Version

In the left-side navigation pane, choose Operations > Cluster Operations.
(Optional)Select a project fromthe drop-down list or enter a cluster name to search for the cluster.

Click the cluster name or click Operations in the Actions columnto go to the Cluster Det ails

Description

o

o

Desired State: All clusters in a project have reached the
desired state.

Not Desired State: A project has reached the desired
state for the first time but a server role has not reached
the desired state due to undefined reasons.

The project to which the cluster belongs.

The region where the cluster is deployed.

The number of server roles included in the cluster.

The number of machines included in the cluster.

The purpose of the cluster. Click the /* icon. In the dialog

box that appears, select a purpose from the drop-down list.

The status of the task. Click View to view the task details.

o

o

Successful: The task is successful.

Preparing: Data is being synchronized and the task is not
started.

In Progress: The cluster has a changing task.
Paused: The task is paused.
Failed: This task failed.

Terminated: The task is manually terminated.

Pseudo-clone: The system is not cloned when a
machine is added to the cluster.

Real Clone: The system is cloned when a machine is
added to the cluster.

The name of the system service template used by the
cluster.

The change version to which the cluster belongs.
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Section Parameter

Security
Authentication

Type

Services

® Machines

Cluster
Configuration

Operation Logs

Cluster
Resource

Description

The access control among processes. By default, security
authentication is disabled in non-production environments.
You can enable or disable security authentication to meet
your business requirements.

o Ordinary Cluster: an operations unit of machine groups,
in which multiple services can be deployed.

o Virtual Cluster: an operations unit of services, which can
manage versions of software on machines within several
physical clusters in a centralized manner.

o RDS: atype of cluster that renders special cgroup
configurations based on some rules.

o NETFRAME: atype of cluster that renders special
configurations for special scenarios of Server Load
Balancer (SLB).

o T4: atype of cluster that renders special configurations
for the mixed deployment of e-commerce.

Apsara Stack provides only ordinary clusters.

The status of each service within the cluster. You can also
upgrade or unpublish a service.

o Normal: The service works normally.
o Not Deployed: The service is not deployed on machines.
o Changing: Some server roles in the service are changing.

o QOperating: No server role is changing, but a server role is
performing operations and maintenance (0&M)
operations.

o Abnormal: No server role is changing or the machines on
which server roles are deployed are not performing 0&M
operations. However, the server role is in the not good
state, or the version that the service runs on the machines
is different from the desired version.

The running status and monitoring status of each machine
within the cluster. You can also view details of server roles
that are deployed on each machine.

The configuration file used within the cluster.

The operation logs. You can also view the version
differences.

The details of resources that can be filtered.
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Section Parameter Description

Service

. The inspection information of each service within the cluster.
Inspection

View configuration information of a cluster

This topic describes how to view configuration files and folders of a cluster.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Use one of the following methods to go to the Cluster Configuration tab to view configuration
files and folders:

o Enter a cluster name in the search box in the upper-right corner of the page. Click Operations
next to the found cluster. On the Cluster Details page, clickthe Cluster Configuration tab.

o Inthe left-side navigation pane, choose Operations > Cluster Operations. Onthe Cluster
Operations page, find a cluster and click Operations inthe Actions column. On the Cluster
Details page, click the Cluster Configuration tab.

Services Machines Cluster Configuration Operation Logs Cluster Resource Service Inspection

E Specializ..) [ [ Templa..J

i cluster.conf | Specialized File

Search B . .
I CloneTemplateBasis: MachineGroup
. Group: tianji
+ Add File Legacy: "False™
Machines:
- abecl7e
I clusterconf - aSEcBTL
Name: dnsCluster-A-28218381-3edc
b kv.conf Project: dnsProduct

. Regicn: regionl
i machine_group.conf

B plan.conf
b [ senices
I shutdown_dependence.json

B tag.conf

The following table describes configuration files and folders of a cluster.
Parameter Description

The configuration file of the cluster, including the cluster name,
cluster.conf .
cluster type, and machines.

The file that stores the values used to replace template
kv.conf . .
placeholders when configurations are rendered.

machine_group.conf The file that stores information of machine groups within a cluster.
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Parameter

plan.conf

services

shutdown_dependence.json

tag.conf

Description

The file that defines dependencies between services and
configuration upgrade parameters.

The folder where configurations of each service are stored.
The shutdown dependency file.

The file that stores the tags used to calculate tag expressions
when configurations are rendered.

3. Onthe Cluster Configuration tab, move the pointer over a folder, clickthe i icon next to the

folder name, and then select Add File to add a configuration file.

® Note Youcan also clickAdd File below the search box to add a file or folderto the

directory.

i. Inthe Add File dialog box, enter a file or folder name and click OK.

Add File

Folder: /norolling config/

Adding Type: @) File Folder

*File/Folder Name (3):

@ Note After you enter a folder name and click OK, the folder is added.
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ii. Enter configuration file information into the Cluster File text editor. Click Preview and
Submit.

Services Machines Cluster Configuration Operation Log Cluster Resource Service Inspection

[ B Clusl...J [ ] Templa---J [l test | Cluster File

Search a
test

+ Add File

I cluster.conf
B kv.conf
I machine_group.conf

¥ [ norolling_config

I test
» [ tianji
I rlan.conf
P [ services
I shutdown_dependence json

I tag.conf

Preview and Submit Reset

jii. Inthe Confirm and Submit dialog box, enter Description and click Submit .

Confirm and Submit X
+Description: | test 41200 (¥)

Different File: = norolling_config/test 1| Total 1

2 norolling_config/test

1 test

Cancel

The configuration file is added. You can click the Operation Logs tab to view related records.

View operations logs

This topic describes how to view differences between Git versions from operation logs.

Procedure
1. Log onto the Apsara Infrastructure Management Framework console.
2. Use one of the following methods to go to the operation logs of a cluster:

o Enter a cluster name in the search box in the upper-right corner of the page. Click Operations
next to the found cluster. On the Cluster Details page, clickthe Operation Logs tab.

o Inthe left-side navigation pane, choose Operations > Cluster Operations. Onthe Cluster
Operations page, find a cluster and click Operations inthe Actions column. On the Cluster

Details page, clickthe Operation Logs tab.
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Services Machines  Cluster Configuration ~ OperationLogs ~ Cluster Resources  Service Inspection

Submission Time | Nov 26,2020 - Dec 03, 2020 Submitter | Please inp Service | All Refresh

Description status Git Version Submitter Actions

auto update buildid 1dedd Version Difference
Dec 02, 2020, 22:17:06

auto update buildid 054410¢ 813301 0674224922 Version Difference
Dec 02, 2020, 10:59.19

commit by tianji importer Successfi 20d6fadae34afTb629751971758bce 1080ed08a Version biference
Y tanjiimp — Dec 01, 2020, 21:14:34 | Task Details
- Version Difference
commit by tianji importer Successiu ce31c8130d1505ebe2r4adboc5b9d9EBS Tct
Dec 01, 2020, 13:50:35 | Task Details
Version Difference
Nov 26, 2020, 00:46:16 | Task Details

commit by tianji importer Successiu 01019b2¢ 18¢622044153394ed510c0DaG33676aa

Total § ltems E Items per Page: 10 GotoPage 1

3. View the version differences on the Operation Logs tab.

i. Find the operation log that you want to view and clickVersion Difference inthe Actions
column.

ii. Set Configuration Type to Show Configuration or Cluster Configuration.

m Show Configuration: displays the cluster configuration merged with the template
configuration.

m Cluster Configuration: displays the cluster configuration.

m Cluster configuration description: Each cluster contains its dedicated configurations, such
as the list of machines.

m Template configuration description: A template that has the same configurations can be
used to deploy a service to multiple clusters.

iii. Select a basic version below Configuration Type. Then, a difference file is displayed in the
lower part of the page.

iv. Select a difference file fromthe Difference File drop-down list to view the content of each
difference file.

1.6.4.2.4.3. Service operations

View the service list

This topic describes how to view all services and their information.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.
2. Use one of the following methods to go to the service list:

o Onthe Home page, move the pointer over the Service Instances section and click Details in the
upper-right corner.

o Inthe left-side navigation pane, choose Operations > Service Operations.
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es | Service Operations

| Services
Services | Enter a service name
Services Description Clusters Included Service Templates Actions
machine-decider TinTotal | Desired Stater 1

EcsBsTucls 3inTots! | Dasired Stan: 3 Opertions

Ecshbd SinTotal | Desired State: ¢ Not Desired State- 1

3inTots! | Dasired Stan: 3 z Operations

TinTotal |

TinTotsl | Dasired Stme: Opertions

SinTotal | Desired State: ¢ Not Desi

SinTots! | Dasired Stme: ¢ Mot Dasired

total 412 2ems ; 3l 42| | [ 10Page Gots

The following table describes the information displayed in the service list.
Parameter Description
Service The name of the service. Click the service name to view the service details.

The number of clusters in which the service is deployed and the cluster

Clusters
status.

Included Service

The number of service templates that are included in the service.
Templates

o (lick Operations to go to the Service Details page.
o (lick Delete to delete the service.

Actions
@ Note A service can be deleted only when the number of
clusters in which the service is deployed is 0.

3. (Optional)Enter a service name in the search box to search for the service.
View details of a serverrole

This topic describes how to view details of a server role.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.
In the left-side navigation pane, choose Operations > Service Operations.
(Optional)Enter a service name in the search box to search for the service.

Click the service name or click Operations inthe Actions column.

vk wN

Onthe Clusters tab, click a state inthe Server Role Status column to view the server roles
included in a cluster.
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Operations / Service Operations / Service Details

| service EbsGeoAgent

Included Clusters: 1 Included Server Roles: 2 Included Service Templates: 1

Service Templates Clusters

Project | Al Cluster | Enter a cluster name Template | Select an option

Template Ve... | Select an option Tag | Selectan option Batch Add Tags 7 Download Clusters
Cluster Region status Server Role Status Machine Status Task Status Y/ Template Actions
cns Desired State 1 in Total 6in Total Successf TMPL-ECS-GEOAGENT-07-4. Operations
ecs en: Details | Task Details
Total 1 ftems E| tems per Page: 10 GotoPage 1

6. Select the serverrole that you want to view.

o Clickthe Machines tab to view details of the serverrole.
Parameter Description

The machine where the server role is deployed. Click the machine name to

Machine . ) )
view the machine details.
® (Click Metric to view the server role, machine, and system service metrics.
® (Click Applications to view application versions.

Actions

® (lick Terminal to log on to the machine and perform operations.

®m (lick Restart to restart the server role.

o Clickthe Upgrade History tab. Click Details in the Actions column to view details of a historical
task.

Block hardware alerts

This topic describes how to block hardware alerts.

Background information
You must block hardware alerts in the following scenarios:

e Alerts are triggered improperly by hardware. In this case, you must blockthe alerts, and then cancel
the block operation after no alerts are reported.

e Upgrades fail to reach the desired state due to hardware faults, and the hardware faults cannot be
rectified at this time. In this case, you must blockthe alerts, and then cancel the block operation after
the desired state is reached.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

In the left-side navigation pane, choose Operations > Service Operations.

In the search box, enter cruiser to search for the cruiser service.

Find the cruiser service and click Operations in the Actions column.

Clickthe Clusters tab.

o v o~ wN

Click Operations inthe Actions column corresponding to a cluster.
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7. Clickthe Cluster Configuration tab. Openthe /user/ignore_monitor_config.json file in Cluster

File. Modify the configuration file.

Infra. Operation :
§ Platform Cluster Operations

Home
Services Machines Cluster Configuration Operation Logs Cluster Resources Service Inspection

Operations

I Cluster J [ I Template J i . . i
i ignore_monitor_config.json | Cluster File

Search m - i
. R ¢
+ Add File "node":["vm1243t","sfas.hostname"],
"error_type":["n"],
"error_code_key":["BMC", "nic port"]
i dependency conf }
1

I roleconf
¥ [ tianji
¥ [ user

I ignore_monitor_config jsc

Machine Operations

Reports
I version.conf

Monitoring

Tools

Preview and Submit Reset

The following table describes parameters in the configuration file.

Parameter Description Remarks

The name of the machine
where alerts are blocked. If you
want to block alerts on all

node }
machines, set the parameter to
llallll .
o All the node, error_type, and
The type of the fault that erro.r_code_key parameters
. are in an array format.
triggers alerts.
o )
valid values: The rlode parameter is
required.
error_type

o 0: LogicDrive fault o At least one of the

©o 1: hard disk fault error_type and
error_code_key parameters is

o 2: memory fault ;
required.
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Parameter Description Remarks

The keyword used to block
error_code_key alerts. The keyword can be the
error code or information.

Example:

{

"node":["vm1243t", "sfas.hostname"],
"error_type":["1"]
"error_code_key":["BMC", "nic port"]

}

In the preceding example, the alerts caused by hard disk faults are blocked on the vm1243t and
sfas.hostname machines. The error information includes BMC and NIC port.

8. Click Preview and Submit.

9. Inthe Confirm and Submit dialog box, enter the description and click Submit .

Confirm and Submit X
*Description: | test 4200 (2)

Difference File: = user/ignore_monitor_config json 1| Total ltems: 1

& userfignore_monitor_config json

1

2 s

E "node”:["all"],

4 “error_type":["8","9","a"]

5 hd

6 “node”:["all"],

7 “error_type":[""1,

8 “error_code_key":["RAID_MEGACLI_H_BBUSTAERR", "OpenIPMI service hang!","F 3 “node”:["vm1243t", "sfas.hostname"],

AN_M2_Speed”]
a “error_type":["1"],
3 “error_code_key":["BNMC", "nic port"]
o} 6 1
10 ] 7]

10. Clickthe Operation Logs tab to view related records.

1.6.4.2.4.4. Machine operations

This topic describes how to view the statistics of all machines.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.
2. Use one of the following methods to go to the machine list:

o Onthe Home page, move the pointer over the Machine section and click Details in the upper-
right corner.

o Inthe left-side navigation pane, choose Operations > Machine Operations.

3. (Optional)Select a project fromthe drop-down list or enter a cluster or machine name to search for
the machine.
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Opesations /| Machine Operations

| Machines

Project | Al

Hostname Cluster

Parameter

Hostname

Cluster

Status

Machine Metrics

Actions

Cluster | Enter a cluster name Machine | Enter one or more hostnames/IP addresses Server Scheduling v

Project Region status 7 Machine Metrics Actions

. Operations | Terminal
buffer cn-m i Normal ~ Details
| Machine Management v

Operations | Terminal

yundun-cf n o, oy Normal  Details
| Machine Management

Operations | Terminal
s8a ecs cn-pe 1 Normal  Details
| Machine Management v

X Operations | Terminal
ea ecs en- — Normal ~ Details
| Machine Management

. Operations | Terminal
sa ecs Ny Normal ~ Detals
| Machine Management

AsD y Operations | Terminal
rds. N g e Normal ~ Details View
| Machine Management

Description

The hostname of the machine. Click a hostname to go to the Machine Details
page.

The cluster where the machine is deployed. Click a cluster name to go to the
Cluster Details page.

The status of the machine. Click the |7 icon to filter machines. Click Det ails.

Then, the Status Details of Machine dialog box appears.

The metrics of the machine. Click View. Then, the Metrics dialog box
appears.

Metrics are displayed on the Server Role Metric, Machine Metrics, and
System Service Monitor tabs. You can view the status and update time of
each metric.

Enter a keyword in one of the search boxes in the upper-right corner to
search for a server role or metric. You can also select the status in the upper-
left corner to filter metrics.

o Click Operations to go to the Machine Details page.

o Click Terminal to log onto the machine and perform operations. You can
select multiple machines and then click Batch Terminal in the upper-right
corner to log on to multiple machines at a time.

o Click Machine Management to perform an out-of-band restart operation
on the machine.

1.6.4.2.5. View tasks

This topic describes how to view the submitted tasks and their statuses.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Use one of the following methods to go to the task list:
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o Inthe left-side navigation pane, choose Tasks > My Tasks.

o Inthe left-side navigation pane, choose Tasks > Related T asks.

3. (Optional) Clickthe 7 iconinthe Status columnto filter tasks.

4. Find the task that you want to view and click the task name or Det ails in the Actions column.

5. View the status and progress of each cluster and server role on the Task Det ails page.

Tasks / My Tasks / Task Details
Summary Auto Refresh Refresh
Task Status:  In Progress Submission Time: Dec 03, 2020, 14:08:32 Submitter: &

Duration: 2 minutes Task Description:  commit by tianji importer
O‘Z‘ Included Clusters progress 0% ® Server Role | Al
Cluster O Region Y/ status Progress start Time Actions
Version Difference
a cn In Progress () Buic — @ change Dec 03, 2020, 14:09:32
| Cluster Details
Total 1 tems II‘ Items per Page: 10 GotoPage 1
Change Details | O = LR a Service Upgrade (6)
Service | Enter a service name 0Selected | Batch Operates v
Server Role () Upgrade Type  Status Progress Actions
Download 2) Upgrade
aso-console.as-console ¢ Version Change In Progress o ounloa o Details | More v
@ oownioaa 2) Upgrade .
250-¢ONSOle. as-LONSOle-cdnt © Version Change In Progress s Details | More v

1.6.4.2.6. Reports

1.6.4.2.6.1. View reports

This topic describes how to view report data.

Context

The following reports are available in the Apsara Infrastructure Management Framework console:
e Systemreports: include default and common reports in the system.

e Allreports: include systemreports and customreports.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Inthe left-side navigation pane, clickReports. On the Reports page, click Go to go to the All
Reports page.

| All Reports | Favorites

Fuzzy Search Permission Management || 3 Refresh
Published at : 11/13/10, 23:46:28
XD Instance Metric Info Tianfmon admin R
R e i Published at : 10730118, 13:14.49
S - . Published at : 10/30/18, 13:14:48
Published at : 10/30/18, 13:14:45
hing and Se Tia adm
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The following table describes information about reports.

Parameter

Report

Group

Status

Public

Created By

Published At

Actions

Description

The name of the report.

Move the pointer over the down arrow next to Report and search by report
name.

The group to which the report belongs.

Move the pointer over the down arrow next to Group and search by group name.

Specifies whether the report is published.
o Published
o Not Published

Specifies whether the report is public.
o Public: visible to all logon users.

o Private: visible only to the current logon user.

The person who creates the report.

The time when the report is created and published.

o Click Add to Favorites to add the report to your favorites. Then, you can
view the report by choosing Reports > Favorites in the top navigation bar.

o C(Click Request Group Permission to go to the Operation Administrator
Manager (OAM) console. You can then configure groups and permissions. For
more information, see OAMin Operations and Maintenance Guide.

3. (Optional)Enter a report name in the search box to search for the report.

4. Clickthe report name to go to the corresponding report details page.

For more information about reports, see Appendix.

1.6.4.2.6.2. Add a report to favorites

This topic describes how to add frequently used reports to favorites. Then, you can find themon the

Home or Favorites page.

Procedure

1.
2.

Log onto the Apsara Infrastructure Management Framework console.

In the left-side navigation pane, click Reports. On the Reports page, click Go to go to the All

Reports page.

. (Optional)Search for a report in the search box.
. Click Add to Favorites inthe Actions column corresponding to the report.

. Inthe Add to Favorites dialog box, entertags for the report.
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6. ClickAdd to Favorites.

1.6.4.2.7. Monitoring center

You can view the alert status, alert rules, and alert history in the monitoring center.

1.6.4.2.7.1. View the status of a metric

This topic describes how to view the status of a metric.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

Clickthe Clusters tab.

N o v o~ w N

In the left-side navigation pane, choose Operations > Service Operations.
(Optional)Enter a service name in the search box to search for the service.

Click Operations in the Actions column corresponding to the service.

Find the cluster that you want to view and click Operations inthe Actions column.

Onthe Services tab, select a server role and click Metrics in the Actions column corresponding to

a machine to view the server role, machine, and system service metrics.

tions / Cluster Details

| Comrumn i #of @8 | Service EcsNbd

Status:  Desired State Project: ecs
Included Server Roles: 2 Included Machines: 5

Associated Template: T 4 View Template Version: 5.

Server Role | Enter a server role

® EcsNbd.Guestfsdi# | | ® EcsNbd.Nbd#

Machine | Enter one or more hostnames/IP addresses View Abnormal Only

Status Role Action Machine Status

did

1.6.4.2.7.2. View the alert status

Machine Action

Upgrade Service

Actions.

Metric | Applications | Terminal | Restart
Metric | Applications | Terminal | Restart

Metric | Applications | Terminal | Restart

This topic describes how to view the alerts related to different services and the alert details.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Inthe left-side navigation pane, click Monitoring. On the Monitoring page, click Go to go to the

Alert Status page.

3. Inthe top navigation bar, choose Monitoring > Alert Status.
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| Alert Status

Serviez Al - Cluster Al

tanj

tianji sIbCluster-A- eluster=slbCluster-A-20191030-2885 host=a

tanji mongeds-A-.. cluster=mongodb-A-20181030-280a host=s5..

tianji mangodh-A- eluster=mongodb-A-20181030-280a host=35

cluster=slbCiuster-A-20191030-2355 host=a...

~ 121118, 20:10:00

mema_cluster_host

mema_cluster_host

s T Hours 6 Minutes 35 Seco

4. (Optional)Search for an alert by service name, cluster name, alert time range, or alert name.

5. View alert details onthe
parameters.

Parameter
Service

Cluster

Instance

Alert Status

Alert Level

Alert Name

Alert Time

Actions

Alert Status page. The following table describes the related

Description
The name of the service.

The name of the cluster where the service is deployed.

The name of the monitored instance.

Click the name of an instance to view the alert history of the instance.

The state of the alert. Two alert states are available, which are Normal and
Alerting.

The level of the alert. Alerts are divided into five levels in descending order of
severity:

o PO: an alert that has been cleared
o P1: anurgent alert

o P2: a major alert

©o P3: aminor alert

o P4: areminder alert

The name of the alert.
Click the name of an alert to view alert rule details.
The time when the alert is triggered and how long the alert lasts.

The available operations. Click Show to view the data before and after the
alert time.

1.6.4.2.7.3. View alert rules

This topic describes how to view the alert rules of a service.

Procedure

> Document Version: 20210719 212



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

1. Log onto the Apsara Infrastructure Management Framework console.

2. Inthe left-side navigation pane, click Monitoring. On the Monitoring page, click Go to goto the
Alert Status page.

3. Inthe top navigation bar, choose Monitoring > Alert Rules.

| Alert Rules

Senice Al - Cluster Al

yundun-semawaf

yundun-semawat

yundun-semawal

Sra_avg>5001Skoss_max>60:$na_sug=400$ioss_ma6l

leount=0

yundun-co _sss_openapi Stotakount-d

yundun-consoleservice check_aegis_openspi Stotakountd

=]

B OB B B B & B B & B

4. (Optional)Search for alert rules by service name, cluster name, or alert name.

5. View alert rules onthe Alert Rules page. The following table describes the related parameters.

Parameter Description

Service The name of the service.

Cluster The name of the cluster where the service is deployed.

Alert Name The name of the alert.

Alert Conditions The conditions that trigger the alert.

Periods The frequency at which the alert rule is executed.

Alert Contact The groups and members to notify when the alert is triggered.

The status of the alert rule.
Status o Running: Click it to stop the alert rule.

o Stopped: Click it to execute the alert rule.

1.6.4.2.7.4. View the alert history

This topic describes how to view the historical alerts related to different services and the alert details.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Inthe left-side navigation pane, click Monitoring. On the Monitoring page, click Go to go to the
Alert Status page.

3. Inthe top navigation bar, choose Monitoring > Alert History.
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Service Al ~ Cluster All ~
1 Hour 12 Hours 1 Day 1 Week 1 Month 3 Months Custom  10/25/20, 15:27:00 ~ 10/26/20, 15:27:00
Service Cluster Alert Instance Status Alert Level Alert Name Alert Time Alert Contact Actions
ark-aiops app= criti KonglngressSucces Oct 25, 2020, 15:31:15 Show

sRate
ark-aiops seve sea ®Restored HighContainerCPUL Oct 25, 2020, 15:31:15 Show

oad
ark-aiops app= erit.. @Restored SeedArgoWfSucces Oct 25, 2020, 15:31:23 Show

sRate
default seve =A__ P3 AggregatedAPIError Oct 25, 2020, 15:31:37 Show

s

4. (Optional)Search for an alert by service name, cluster name, alert cycle, or alert time range.

5. View the alert history onthe Alert History page. The following table describes the related

parameters.
Parameter
Service
Cluster

Alert Instance

Status

Alert Level

Alert Name

Alert Time

Alert Contact

Actions

1.6.4.2.8. Tools

Description

The name of the service to which the alert belongs.
The name of the cluster where the service is deployed.
The name of the instance where the alert is triggered.

The state of the alert. Two alert states are available, which are Normal and
Alerting.

The level of the alert. Alerts are divided into five levels in descending order of
severity:

o PO: an alert that has been cleared
o P1: anurgent alert

°o P2: amajor alert

o P3: aminor alert

o P4: areminder alert

The name of the alert.

Click the name of an alert to view alert rule details.

The time when the alert is triggered.

The groups and members to notify when the alert is triggered.

The available operations. Click Show to view the data before and after the
alert time.
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1.6.4.2.8.1. Use machine operations tools

T his topic describes how to use machine operations tools in typical scenarios.

Log onto the Apsara Infrastructure Management Framework console.

In the left-side navigation pane, choose Tools > Operation Tools > Machine Tools. Onthe

Machine Tools page, click Go to go to the Operation Tools page.

. Select a scenario fromthe Operation Scene drop-down list.

Description

Scales out an SRG of the worker
type.

Scales out DockerHost#Buffer
of a cluster.

Scales in an SRG of the worker
type.

Scales in DockerHost#Buffer of
a cluster.

Actions

Select a cluster from the Target
Cluster drop-down list and an
SRG from the Target SRG drop-
down list. Select the machines
to scale out in the left-side
section, click Select> to add
them to the right-side section,
and then click Submit. Inthe
message that appears, click
Confirm.

Select a cluster from the Target
Cluster drop-down list. Select
the machines to scale out inthe
left-side section, click Select>
to add them to the right-side
section, and then click Submit.
In the message that appears,
click Confirm.

Select a cluster from the Target
Cluster drop-down list and an
SRG from the Target SRG drop-
down list. Select the machines
to scale in in the left-side
section, click Select> to add
them to the right-side section,
and then click Submit. Inthe
message that appears, click
Confirm.

Select a cluster from the Target
Cluster drop-down list. Select
the machines to scale inin the
left-side section, click Select>
to add them to the right-side
section, and then click Submit.
In the message that appears,
click Confirm.

Procedure

1.

2.

3
Scenario
Scene 1. NC Scale-out (with
existing machines)
Scene 2. Host Scale-out (with
existing machines)
Scene 3. NC Scale-in
Scene 4. Host Scale-in
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Scenario Description Actions

Select a source host from the
Source Host drop-down list and
a destination host from the
Destination Host drop-down
Migrates virtual machines (VMs) list. Select the VMs to migrate
from a host to another host. in the left-side section, click
Select> to add them to the
right-side section, and then
click Submit. In the message
that appears, click Confirm.

Scene 5. VM Migration

Select a source host from the
Source Host drop-down list and
a destination host from the
Destination Host drop-down
list. Click Submit. In the
message that appears, click
Confirm.

Switches a standby host to the

Scene 6. Host Switching )
primary host.

1.6.4.2.8.2. Shut down a data center

This topic describes how to shut down up to 25 machines within all clusters of a data centerin
scenarios such as vehicle-mounted devices.

Prerequisites

e The total number of machines within all clusters of a data center cannot exceed 25.

e Your browser is connected with the machines on which Apsara Infrastructure Management Framework
is deployed over a smooth network. If a proxy is required to log on to the Apsara Infrastructure
Management Framework console, the proxy is not configured on a machine that you want to shut
down.

e Your browser remains active while the machines are being shut down.

e Data related to operations such as scaling is not retained within the default cluster before the
machines are shut down.

Context

When you shut down a data center, business clusters are shut down first, and then the base clusteris
shut down.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.

2. Inthe left-side navigation pane, choose Tools > IDC Shutdown. In the right-side workspace, click
Go.

3. Onthe IDC Shutdown page, clickStart Shutdown.
4. Inthe Confirm Operation message, enter SHUTDOWN and click Confirm.
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warning

o The data center shutdown operation shuts down all services and machines and thus
cause business interruption.

o Backend services must communicate with the frontend shutdown page during the data
center shutdown process. Do not close the shutdown page until the shutdown is
complete.

Confirm Operation

Shutdown operation will cause all clusters shut down step by step. Confirm to
start shutdown.

Enter "SHUTDOWN" to confirm the operation.

SHUTDOWN

5. View the data center shutdown progress and the statuses of clusters, machines, and server roles.

[r— ==

It takes a long time to shut down all clusters and machines within an environment. You can view the
shutdown progress on the IDC Shutdown page. The following statuses are available for clusters,
machines, and server roles:

o normal: A cluster, machine, or server role is running normally.

o shutdown: A cluster, machine, or server role is shut down.

o shutdowning: A cluster, machine, or server role is being shut down.

o timeoutShutdown: The shutdown of a cluster, machine, or server role timed out.

o nearShutdown: A cluster, machine, or server role is about to be shut down.
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o error: An error occurred while a cluster, machine, or server role is being shut down.

You can performthe following operations:

o View the data center shutdown progress: In the upper part of the IDC Shutdown page, view
the data center shutdown progress.

o View the cluster status: Inthe Cluster List section, view the status of each cluster, the total
number of machines wit hin each cluster, and the number of machines in each state.

o View the machine status: Inthe Cluster List section, click a state corresponding to a cluster. In
the Machine List section, view all machines in the corresponding state within the cluster, the
total number of server roles on each machine, and the number of server roles in each state.

o View the serverrole status: Inthe Machine List section, click a state corresponding to a

machine. In the SR List --xxx message, view all server roles in the corresponding state on the
machine.

SR List -- Srars i | p =l

Server Role Status Y

tianji.TianjiClient#

@ Note

In the left-side navigation pane, click Go. On the All Reports page, enterthe entire or part
of Machine Power On or Off Statuses of Clusters inthe Fuzzy Search search box. In
the search results, click Machine Power On or Off Statuses of Clusters to view the
status of each serverrole.

o Filter clusters or machines: In the Cluster List or Machine List section, clickthe filtericoninthe
Status column and select a state to filter all clusters or machines in the corresponding state.

o Refresh data: Click Refresh in the upper-right corner to refresh data.

if all clusters in the Cluster List section are displayed in the shutdown state, the data center
shutdown operation succeeds. After the base cluster is shut down, the OPS1 server is also shut
down. Then, the Apsara Infrastructure Management Framework console is inaccessible.

6. After all base machines are shut down and inaccessible, go to the data center and confirmthat all
machines are powered off.

What's next

If you want to use the machines in the future, power on each machine one by one in the data center
and wait until all services reach the desired state.
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1.6.4.2.8.3. View the clone progress

T his topic describes how to go to the OS Provision console (Corner Stone) and check the progress,
status, and errors about machine installation.

Prerequisites

The username and password used to log on to the OP Provision console are obtained from delivery
personnel.

Context

Apsara Infrast ructure Management Framework provides a quick entry to the QS Provision console, which
allows you to view details about machine installation. You can then obtain the progress and status
about machine installation and then locate the installation faults.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.
2. Inthe left-side navigation pane, choose Tools > Clone Progress.

3. Onthe logon page of the OS Provision console, enter Username and Password, and then click
Submit.

1.6.4.2.9. Metadata operations

In this version, you can use only command lines to perform metadata operations.

1.6.4.2.9.1. Common parameters

Common parameters consist of the common request parameters and the common response
parameters.

Common request parameters

Common request parameters are request parameters that you must use when you call each API.

Parameter descriptions
Name Type Required Description

The APl name. For more
information about the
valid values, see APIs on
the control side and
APIs on the deployment
side.

Action String Yes

Common response parameters

Each time you send a request to call an API, the systemreturns a unique identifier, regardless of
whether the call is successful.

Parameter descriptions
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Name Type Required Description
The request ID.
The request ID is
RequestID String Yes returned, regardless of
whether the API call is
successful.
Code String No The error code.
The reason of failure,
Message String No which appears when the
API call fails.
The type varies with the
request, which is The request result,
Result subject to the returned No which appears when the
result of the specific API call is successful.

APIL.

@ Note
e If the APIcallis successful, RequestID is returned and the HTTP return code is 200.

e If the APIcall fails, RequestID, Code, and Message are returned and the HTTP return code is
4XX Or 5xX.

Instance types
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{

"rds.mys2.small":{
"cpu":2,
"memory":4096,
"disk":51200,
"max_connections":60

B

"rds.mys2.mid":{
"cpu":4,
"memory":4096,
"disk":51200,
"max_connections":150

b

"rds.mys2.standard":{
"cpu":6,
"memory":4096,
"disk":51200,
"max_connections":300

}’

"rds.mys2.large":{
"cpu":8,
"memory":7200,
"disk":102400,
"max_connections":600

B

"rds.mys2.xlarge":{
"cpu":9,
"memory":12000,
"disk":204800,
"max_connections":1500

B

"rds.mys2.2xlarge":{
"cpu":10,
"memory":20000,
"disk":512000,
"max_connections":2000

1.6.4.2.9.2. Make API requests

This topic describes how to make APIrequests fromthe control and deployment sides.

Procedure

1. Log onto the Apsara Infrastructure Management Framework console.
2. Inthe left-side navigation pane, choose Operations > Machine Operations.

3. Select a project fromthe drop-down list or enter a cluster or machine name to search forthe
machine.

4. Make API requests.
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o Make APIrequests fromthe control side
a. Find the machine and click Terminal in the Actions columnto log onto the machine.

b. Onthe command line, enter the following command and press the Enter key to obtain the
value of intranet-domain:

grep 'intranet-domain' /cloud/app/tianji/TianjiClient#/service_manager/current/conf.global/kv.j
son

terminal service to reflect shell to web
~  kBs-A-2162

. amtest2’
— - - ® [adming@

Sgrep 'intranet-domain'

c. Use one of the following methods to make API requests fromthe control side. Listinstance is
used in the example.

m GET request

curl 'xdb-master.xdb.{intranet-domain}:15678?Action=ListInstance’

m POST request
curl 'xdb-master.xdb.{intranet-domain}:15678' -X POST -d '{"Action":"ListInstance"}'
o Make APIrequest fromthe deployment side

a. Find the machine and record the IP address in t he Hostname column.

b. Use one of the following methods to make API requests fromthe deployment side.
CheckState is used in the example.

Assume that the IP address of the machine is 127.0.XX.XX.
m GET request

curl '127.0.XX.XX:18765?Action=CheckState&Port=3606'
m POST request

curl'127.0.XX.XX:18765' -X POST -d '{"Action":"CheckState","Port":3606}'

1.6.4.2.9.3. APIs on the control side

Describelnstance

You can call this operation to query an instance.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you

. . want to perform. Set
Action String Yes
the value to

Describelnstance.
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Parameter Type Required Description
. The name of the
InstanceName String Yes

instance.

Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description
InstancelD Integer Yes The ID of the instance.

The name of the

InstanceName String Yes .
instance.
Domain String Yes The domain name.
The port of the
Port Integer Yes . P
instance.
The communication
PaxosPort Integer Yes port between instance
nodes.
The directory of the
InstanceDir String Yes . v
instance.
Level String Yes The instance type.
User String Yes The username.
Password String Yes The password.
The custom my.cnf
configuration of the
Confi Strin No
9 9 instance in the JSON
format.
. The IP address of the
LeaderlP String No
leader node.
. . The name of the
ActionName String Yes .
operation.
) . The status of the
ActionStatus String Yes ;
operation.
. . The description of the
Description String Yes P

instance.
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Parameter Type Required Description
Indicates whether the
instance was deleted.
IsDeleted Integer No Valid values: 0 and 1.0
indicates no, and 1

indicates yes.

The information of the

NodelList [INodeinfo Yes .
instance node.

The following table describes the parameters of Nodelnfo.
Parameter Type Required Description
InstancelD Integer Yes The ID of the instance.

The name of the

InstanceName String Yes .
instance.
The IP address of the
IP String Yes .
instance node.
The ID of the instance
NodelD Integer Yes
node.
. . The name of the
ActionName String Yes .
operation.
. . The status of the
ActionStatus String Yes .
operation.
. . The description of the
Description String Yes P

instance.

Indicates whether the
instance was deleted.

IsDeleted Integer No Valid values: 0 and 1. 0
indicates no, and 1
indicates yes.

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=Describelnstance&InstanceName=xdb-meta’

Sample success responses
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"Result": {

b

"RequestID": "3CFCBA07-3D87-4A99-B8C1-E861A7D1A573"

"ActionName": "",

"Level": "rds.mys2.standard",
"InstancelD": 1,

"LeaderlIP": "10.39.XX.XX",
"Config": "{}",

"Description": "",
"ActionStatus":"",

"Domain": "xdb-meta.xdb.env8c-inc.com",
"PaxosPort": 11606,
"InstanceName": "xdb-meta",
"User": "xdb",

"Password": "xdb",

"Port": 3606,

"IsDeleted": 0,

"InstanceDir": "/apsarapangu/diskl/xdb/xdb_instance_3606",

"NodelList": [
{

"ActionStatus": "",
"ActionName": "",
"Description":"",
"InstancelD": 1,
"IP": "10.38.XX.XX",
"InstanceName": "xdb-meta",
"NodelD": 1,
"IsDeleted": 0

"ActionStatus":"",
"ActionName": "",
"Description": "",
"InstancelD": 1,

"IP": "10.39.XX.XX",
"InstanceName": "xdb-meta",
"NodelD": 2,

"IsDeleted": 0

"ActionStatus": "",
"ActionName": "",
"Description": "",
"InstancelD": 1,
"IP": "10.39.XX.XX",
"InstanceName": "xdb-meta",
"NodelD": 3,
"IsDeleted": 0
}
]
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ListInstance

You can call this operation to list the basic information of instances.

Request parameters

The following table describes request parameters otherthan Common request parameters.

Parameter Type Required Description

The operation that you
. . want to perform. Set
Action String Yes P
the value to

ListInstance.

Response parameters

The following table describes response parameters other than Common response parameters.

Parameter Type Required Description

. The list of one or more
InstanceNames String Yes .
instance names.

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=ListInstance'

Sample success responses

{
"Result": {
"InstanceNames": [
"xdb-meta",
"xdb-instance-1",
"xdb-instance-2",
"xdb-instance-3"
1
b
"RequestID": "A921B8C7-C833-417C-B46A-EOCE129EBE48"

}

Createlnstance

You can call this operation to create aninstance. This operation is an asynchronous task. You can query
the task result by calling the DescribeT askProgress operation based on the request ID in the responses.

Request parameters

The following table describes request parameters other than Common request parameters.
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Parameter Type Required Description
The operation that you
: . want to perform. Set
Action String Yes
the value to
Createlnstance.
. The name of the
InstanceName String Yes .
instance.
User String Yes The username.
Password String Yes The password.
Level String Yes Instance types
The custom my.cnf
configuration of the
instance in the JSON
. . format. The key must
Config String No 4

be the same as the
value of the field in
my.cnf. The value must
be of the String type.

Response parameters

Common response parameters

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=Createlnstance&InstanceName=xdb-instance-1&User=ad
min&password=xdb&Level=rds.mys2.small'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "8BCB3B39-6140-459F-B283-F83C03ADC3CA"

}

Deletelnstance

You can call this operation to delete an instance. This operation is an asynchronous task. You can query
the task result by calling the DescribeT askProgress operation based on the request ID in the responses.

Request parameters

The following table describes request parameters other than Common request parameters.

227 > Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
Deletelnstance.
. The name of the
InstanceName String Yes

instance.

Response parameters

Common response parameters
Examples
Sample requests

curl'127.0.XX.XX:15678? Action=Deletelnstance&InstanceName=xdb-instance-1'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "9C40CCB3-4FAB-4242-9B87-792E8154E5CD"

}

Restartinstance

You can call this operation to restart aninstance. This operation is an asynchronous task. You can query
the task result by calling the DescribeT askProgress operation based on the request ID in the responses.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
Restartinstance.
. The name of the
InstanceName String Yes

instance.

Response parameters

Common response parameters

Examples

Sample requests
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curl 'xdb-master.xdb.env8c-inc.com:15678? Action=RestartIinstance&InstanceName=xdb-instance-2'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "47277A23-5FFE-4A46-B65F-E6F2569F44E5"

}

Upgradelnstance

You can call this operation to upgrade the minor version of an instance. This operation is an
asynchronous task. You can query the task result by calling the DescribeT askProgress operation based
onthe request ID in the responses.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
Upgradelnstance.
. The name of the
InstanceName String Yes

instance.

Response parameters

Common response parameters
Examples
Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=Upgradelnstance&InstanceName=xdb-instance-2'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "95E8B098-B04A-4BCA-BEBE-DA1D11BBAD4A"

}
DescribeT askProgress
You can call this operation to query the task progress.

Request parameters

The following table describes request parameters other than Common request parameters.
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Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
DescribeT askProgress.
RequestID String Yes The ID of the request.

Response parameters

The following table describes response parameters other than Common response parameters.

Parameter Type Required Description

The task progress of
the instance. Valid

P tri Y
oo oting es values: pending, doing,
done, and failed.
Description String Yes The description of the
task progress.
Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DescribeTaskProgress&RequestID=47277A23-5FFE-4A46-
B65F-E6F2569F44E5'

Sample success responses

{
"Result": {
"Progress": "done",
"Description": "Success"

13
"RequestID": "AC535130-F40E-4D45-BC05-0F45C8473346"

}
ChangeleaderTo

You can call this operation to change the leader role of aninstance to another node.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type Required Description
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Parameter Type Required Description
The operation that you
. . want to perform. Set
Action String Yes
the value to
ChangelLeaderTo.
. The name of the
InstanceName String Yes .
instance.
The IP address of the
. machine where the new
IP String Yes

leader node is
deployed.

Response parameters

Common response parameters

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=ChangeLeaderTo&InstanceName=xdb-instance-1&IP=10.
39.XX.XX'

Sample success responses

{
"Result": "Success",
"RequestID": "37638DE5-14C1-4D2E-984F-FEA1F29C9F84"

}

ModifylnstanceLevel

You can call this operation to modify the instance type. This operation is an asynchronous task. You can
query the task result by calling the DescribeT askProgress operation based on the request IDinthe
responses.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
ModifylnstanceLevel.
. The name of the
InstanceName String Yes .
instance.
Level String Yes The new instance type.
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Response parameters
Common response parameters
Examples
Sample requests
curl 'xdb-master.xdb.env8c-inc.com:15678? Action=ModifyInstanceLevel&InstanceName=xdb-instance-1&Le

vel=rds.mys2.mid'

Sample success responses

{

"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "21B91211-BB09-4665-835D-9471A6F07F24"

}

DescribelLeader

You can call this operation to query the leader node information of an instance.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action String Yes
the value to
DescribelLeader.
. The name of the
InstanceName String Yes

instance.

Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description

The IP address of the

LeaderlP Stri Y
cader ring e leader node.
The port of the
Port Integer Yes . P
instance.
User String Yes The username.
Password String Yes The password.
Examples
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Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DescribeLeader&InstanceName=xdb-meta'

Sample success responses

{
"Result": {
"LeaderIP": "10.27.XX.XX",
"Password": "xdb",
"Port": 3606,
"User": "xdb"

13
"RequestID": "2FO5EE81-DC47-478E-9CA9-9AE8CA809151"

}

RecreateNode

Recreates an instance node.

Description

Uses other available nodes to recreate an instance node by backup and recovery. This is an
asynchronous task. You can view the task result by calling the DescribeT askProgress APl based on the
RequestID in the responses.

Request pa rameters
For more information about the common request parameters, see Common request parameters.
Name Type Required Description
The parameter
Action String Yes specified by the system.
Value: RecreateNode
InstanceName String Yes The instance name.
The IP address of the

IP String Yes instance node to be
recreated.

Response parameters

Common response parameters

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=RecreateNode&InstanceName=xdb-instance-1&IP=10.39.
XX.XX'

Sample responses
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{
"Result": "Task has created, you can use api(DescribeTaskProgress) to get task progress.",
"RequestID": "7TFO79E11-1DE9-4148-A9FA-683E4C58F9C2"

}

CreateDatabase

You can call this operation to create a database and a user.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
CreateDatabase.
. The name of the
InstanceName String Yes .
instance.
The name of the
DBName String Yes
database.
User String Yes The username.
Password String Yes The password.

Response param eters
Common response parameters
Examples
Sample requests
curl "*db-master.*db.env8c-inc.com:15678? Action=CreateDatabase&InstanceName=*db-instance-1&DBNam

e=***&User="**&Password=***_password'

Sample success responses

{

"Result": "Success",
"RequestID": "A2BEF74F-5C3A-4CEF-A2B8-C14C71E36569"

}

DeleteDatabase

You can call this operation to delete a database.

Request parameters
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The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action Strin Yes
9 the value to
DeleteDatabase.
. The name of the
InstanceName String Yes .
instance.
The name of the
DBName String Yes database to be

deleted.

Response parameters
Common response parameters
Examples
Sample requests
curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DeleteDatabase&InstanceName=xdb-instance-1&DBNam

e=xdb'

Sample success responses

{
"Result": "Success",
"RequestID": "23F75A0A-B1D6-4341-BD5B-1A5F3FD45848"

}

DeleteUser

You can call this operation to delete a user.

Request parameters
The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
Action String Yes want to perform. Set
the value to DeleteUser.

The name of the

InstanceName String Yes .
instance.

User String Yes The username.
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Parameter Type Required Description

The range of IP
addresses of hosts to
which the user logs on.

Host String No If you do not specify
this parameter, the user
is deleted from all the
IP addresses.

Response parameters

Common response parameters

Examples

Sample requests

curl 'xdb-master.xdb.env8c-inc.com:15678? Action=DeleteUser&InstanceName=xdb-instance-1&User=admin
&Host=10.39.XX.XX'

Sample success responses

{

"Result": "Success",
"RequestID": "6A82AFF6-2B4D-48EF-868D-BBA54667D846"

}

1.6.4.2.9.4. APIs on the deployment side

CheckHealth

You can call this operation to check whether an instance node assumes a leader role and is able to read
and write data.

Description

You can call this operation to check whether an instance node assumes a leader role. An instance node
is considered to be healthy only when it assumes a leader role and is able to read and write data.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set
the value to
CheckHealth.

Action String Yes

The port of the instance

Port Integer Yes
9 node.
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Response parameters

The following table describes response parameters other than Common response parameters.

Parameter Type Required Description
health Boolean Yes The health status.
Examples

Sample requests

curl'127.0.XX.XX:18765? Action=CheckHealth&Port=3606'

Sample success responses

{
"Result": {
"health": true
b
"RequestID": "304B69CE-1566-4E87-B618-233F40238FFF"
}
{
"Message":"{\"health\": false}",
"Code":"NodeNotHealth",
"RequestID":"E939DB9B-4337-4B1C-8680-F62BEDD645DC"
}
CheckState

You can call this operation to check whether the status of an instance node is normal.

Description

You can call this operation to check whether the status of an instance node is normal. Two scenarios
are available:

o The node assumes a leader role and is able to read and write data.

e The node assumes a follower role and is able to read data.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type Required Description

The operation that you

Action String Yes want to perform. Set
the value to CheckState.

The port of the instance

Port Integer Yes
9 node.
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Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description

. The IP address of the
IP String Yes )
instance node.
The port of the
Port Integer Yes . P
instance.
The role of the instance
Role String Yes
node.
Indicates whether the
Writeable String Yes instance node can write
data.

Indicates whether the
Readable String Yes instance node can read
data.

The status of the
instance node. If the
instance node is normal,
GOOD s returned.
Otherwise, ERRORis
returned.

State String Yes

Examples

Sample requests

curl'127.0.XX.XX:18765? Action=CheckState&Port=3606'

Sample success responses

{
"Result": {

"Readable": true,
"State": "GOOD",
"Role": "Follower",
"Port": 3606,

"IP": "10.39.XX.XX"

L
"RequestID": "45A59426-46D3-4709-8DD6-CD9F243336E0"

}

DescribeNodeStatus

You can call this operation to query the status of aninstance node.

Description
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You can call this operation to query the status of an instance node. A leader node must be able to read
and write data. A follower node must be able to read data.

Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set

Action String Yes
the value to
DescribeNodeStatus.
The port of the instance
node. This parameter
Port Integer Yes must be specified if the

instance is in
single_machine mode.

Response parameters

The following table describes response parameters other than Common response parameters.
Parameter Type Required Description

. The IP address of the

IP String Yes )
instance node.

The port of the instance

Port Integer Yes P
node.

. The role of the instance

Role String Yes

node.

. . Indicates whether the

Writeable String Yes .
node can write data.

) Indicates whether the

Readable String Yes
node can read data.
The number of
connections. If this

ConnectionCount Integer/String Yes parameter value cannot
be obtained, unknown
is returned.

The maximum number
of connections. If this

MaxConnectionCount Integer/String Yes parameter value cannot
be obtained, unknown
is returned.
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Parameter Type Required Description
The usage of
connections. If this
ConnectionPercent Integer/String Yes parameter value cannot
be obtained, unknown

is returned.

The queries per second
(QPS). If this parameter

QPS Integer/String Yes value cannot be
obtained, unknown is
returned.

The CPU utilization. If
this parameter value
cannot be obtained,
unknown is returned.

CpuPercent Integer/String Yes

The memory usage. If
this parameter value
cannot be obtained,
unknown is returned.

MemoryPercent Integer/String Yes

The disk usage. If this
parameter value cannot
be obtained, unknown
is returned.

DiskPercent Integer/String Yes

The status of the
instance node. If the
instance node is normal,
GOOD is returned.
Otherwise, ERROR is
returned.

State String Yes

Examples

Sample requests

curl '127.0.XX.XX:18765? Action=DescribeNodeStatus&Port=3606'

Sample success responses
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{

}

"Result": {

b

"CpuPercent": 2.74,

"IP": "10.39.XX.XX",
"Readable": true,
"MemoryPercent": 56.13,
"State": "GOOD",

"Role": "Follower",
"MaxConnectionCount": 500,
"ActiveThreadCount": 34,
"Writeable": false,
"ConnectionCount": 37,
"DiskPercent": 3.0,
"ConnectionPercent": 7.4,
"QPS":15.95,

"Port": 3606

"RequestID": "D18328B1-78A9-4F3E-BB2E-B27AB7683C19"

ListNode

You can call this operation to query the basic information of instance nodes.

Request parameters

The following table describes request parameters other than Common request parameters.

Parameter Type

Action String

Response parameters

Required Description

The operation that you

Yes want to perform. Set

the value to ListNode.

The following table describes response parameters other than Common response parameters.

Parameter Type
Nodes String
Examples

Sample requests

curl'127.0.XX.XX:18765? Action=ListNode'

Sample success responses

Required Description

The list of one or more

Yes .
instance node names.
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"Result": {

"Nodes": [
"xdb-instance-1",
"xdb-instance-2",
"xdb-instance-3",
"xdb-meta"

1

13
"RequestID": "3F7BB536-FA3F-4597-A3DF-E5830F5A3A21"

BackupNode

You can call this operation to back up the data of aninstance node and transferthe datato a
specified location. An nc command is used to specify a port for receiving the data.
Request parameters

The following table describes request parameters other than Common request parameters.
Parameter Type Required Description

The operation that you
want to perform. Set
the value to
BackupNode.

Action String Yes

The port of the

Port Integer Yes .
instance.

The IP address of the
TargetIP String Yes location to which you
want to transfer data.

The port of the location

TargetPort Integer Yes to which you want to
transfer data.

Response parameters

Common response parameters

Examples

Sample requests

curl '127.0.XX.XX:18765? Action=BackupNode&Port=3606&TargetIP=10.39.XX.XX&TargetPort="

Sample success responses
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{

"Result": "Success",
"RequestID": "6A82AFF6-2B4D-48EF-868D-BBA54667D846"
}

1.6.4.2.10. Appendix

1.6.4.2.10.1. Project component info report

This report displays the name and status for each type of project components, including services, server
roles, and machines.

ltem Description

Project The project name.

Cluster The name of a cluster in the project.
Service The name of a service in the cluster.

Server Role

Server Role
Status

Server Role
Action

Machine Name

IP

Machine Status

Machine Action

The name of a server role in the service.

The running status of the server role on the machine.

The action that the server role performs on the machine. Data is available only when
Apsara Infrastructure Management Framework asks the server role to perform certain
actions, such as rolling and restart actions.

The hostname of the machine.

The IP address of the machine.

The running status of the machine.

The action that Apsara Infrastructure Management Framework asks the machine to
perform, such as the clone action.

1.6.4.2.10.2. IP list

This report displays the IP addresses of physical machines and Docker applications.

IP List of Physical Machines

ltem

Project

Cluster

Description

The project name.

The cluster name.
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ltem

Machine Name

IP

Description

The hostname of the machine.

The IP address of the machine.

IP List of Docker Applications

ltem

Project

Cluster

Service

Server Role

Machine Name

Docker Host

Docker IP

Description

The project name.

The cluster name.

The service name.

The server role name.

The hostname of the machine.

The Docker hostname.

The Docker IP address.

1.6.4.2.10.3. Machine info report

This report displays the statuses of machines and server roles on the machines.

Machine Status

Displays all the machines currently managed by Apsara Infrastructure Management Framework and their
corresponding statuses. In the Global Filter section at the top of the page, select the project, cluster,
and machine fromthe project, cluster, and machine drop-down lists, and then click Filter on the

right to filter the data.

ltem

Machine Name

IP

Machine Status

Machine Action

Machine Action
Status

Status Description

Description

The machine name.

The IP address of the machine.

The machine status.

The action currently performed by the machine.

The action status.

The description about the machine status.

Expected Server Role List
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Select a row in the Machine Status section to display the corresponding information in this list.

ltem Description
Machine Name The machine name.
Server Role The name of the expected server role on the machine.

Abnormal Monitoring Status

Select a row in the Machine Status section to display the corresponding information in this list.

ltem Description

Machine Name The machine name.

Monitored Item The name of the monitored item.

Level The level of the monitored item.

Description The description of the monitored item contents.
Updated At The updated time of the monitored item.

Server Role Version and Status on Machine

Select arow in the Machine Status section to display the corresponding information in this list.

ltem Description

Machine Name The machine name.

Server Role The server role name.

Server Role Status The status of the server role.

Target Version The expected version of the server role on the machine.
Current Version The current version of the server role on the machine.

Status Description The description about the status.

Error Message The exception message of the server role.

Monitoring Status

Select arow inthe Machine Status section to display the corresponding information in this list.

ltem Description
Machine Name The machine name.
Server Role The server role name.
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ltem Description

Monitored ltem The name of the monitored item.

Level The level of the monitored item.

Description The description of the monitored item contents.
Updated At The updated time of the monitored item.

1.6.4.2.10.4. Rolling info report

This report displays the running and completed rolling tasks and the task-related statuses.

Choose a rolling action

T his section displays the rolling tasks that are running. If no rolling tasks are running, no data is
displayed in this section.

ltem Description
Cluster The name of the cluster.
Git Version The version of the change that triggers the rolling task.
Description The description about the change entered by a user when the user submits the change.
Start Time The start time of the rolling task.
End Time The end time of the rolling task.
Submitted
B;l ! The ID of the user who submits the change.
Rolling Task
9 The current status of the rolling task.
Status
i:bmltted The time when the change is submitted.

Server Role in Job

When you select arolling taskin the Choose a rolling action section, this section displays the rolling
statuses of serverroles related to the selected task. If no rolling tasks are selected, the statuses of
server roles related to all historical rolling tasks are displayed.

ltem Description
Server Role The name of the server role.

Server Role

The rolling status of the server role.
Status
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ltem Description
Error The exception message of the rolling task
Message P 9 9 ’
Git Version The version of change to which the rolling task belongs.
Start Time The start time of the rolling task.
End Time The end time of the rolling task.
Approve . . . . .
R:tpe The proportion of machines for which the rolling task was approved by the decider.

Failure Rate

Success Rate

The proportion of machines on which the rolling task failed.

The proportion of machines on which the rolling task succeeded.

Server Role Rolling Build Information

This section displays the current and desired versions of each application in the server role during the

rolling process.
ltem
App
Server Role
From Build

To Build

Description

The name of the application that requires rolling in the server role.
The server role to which the application belongs.

The version of the application before the upgrade.

The version of the application after the upgrade.

Server Role Statuses on Machines

When you select a server role in the Server Role in Job section, this section displays the status of the
server role on each machine.

ltem

Machine Name

Description

The name of the machine on which the server role is deployed.

Expected Version The desired version of the server role.

Actual Version

State

Action Name

Action Status

The current version of the server role.
The status of the server role.
The ongoing action of the server role.

The status of the action.

247

> Document Version: 20210719



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

1.6.4.2.10.5. Machine RMA approval pending list

Some Apsara Infrastructure Management Framewaork actions (such as restart) on machines and server

roles can be triggered by users, but this type of actions must be reviewed and approved. T his report is
used to process the actions that must be reviewed and approved.

Machine

Displays the basic information of pending approval machines.

ltem

Project
Cluster
Hostname

P

State

Action Name
Action Status

Actions

Machine Serverrole

Displays the information of server roles on the pending approval machines.

item

Project

Cluster

Hostname

IP

Serverrole

State

Action Name

Action Status

Actions

Machine Component

Description

The project name.

The cluster name.

The hostname of the machine.

The IP address of the machine.

The running status of the machine.

The action on the machine.

The status of the action on the machine.

The approval button.

Description

The project name.

The cluster name.

The hostname of the machine.

The IP address of the machine.

The server role name.

The running status of the server role.

The action on the server role.

The status of the action on the server role.

The approval button.
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Displays the hard disk information of pending approval machines.

ltem Description

Project The project name.

Cluster The cluster name.

Hostname The hostname of the machine.
Component The hard disk on the machine.

State The running status of the hard disk.
Action Name The action on the hard disk.

Action Status The status of the action on the hard disk.
Actions The approval button.

1.6.4.2.10.6. Registration vars of services

This report displays values of all service registration variables.

ltem Description
Service The service name.
Service

] . The service registration variable.
Registration

Cluster The cluster name.

Update Time The updated time.

1.6.4.2.10.7. Virtual machine mappings

Use the globalfilter to display the virtual machines of a specific cluster.

Displays the information of virtual machines in the cluster. Data is available only when virtual machines
are deployed in the cluster.

ltem Description

Project The project name.

Cluster The cluster name.

VM The hostname of the virtual machine.

The hostname of the physical machine on which the virtual machine is

Currently Deployed On currently deployed.
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item

Target Deployed On

Description

The hostname of the physical machine on which the virtual machine is
expected to be deployed.

1.6.4.2.10.8. Service inspector report

Use the globalfilter to display the service inspection reports of a specific cluster.

Service Inspector: Data is available only for services with inspection configured.

item

Project

Cluster

Service

Description

Level

Description

The project name.

The cluster name.

The service name.

The contents of the inspection report.

The level of the inspection report.

1.6.4.2.10.9. Resource application report

Inthe Global Filter section, select the project, cluster, and machine fromthe project, cluster, and
machine drop-down lists and then click Filter on the right to display the corresponding resource

application data.

Change Mappings

ftem

Project

Cluster

Version

Resource Process
Status

Msg

Begintime

Endtime

Description

The project name.

The cluster name.

The version where the change occurs.

The resource application status in the version.

The exception message.

The start time of the change analysis.

The end time of the change analysis.

Changed Resource List
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ltem Description
Res The resource ID.
Type The resource type.
Name The resource name.
Owner The application to which the resource belongs.
Parameters The resource parameters.
Ins The resource instance name.
Instance ID The resource instance ID.

Resource Status

ltem Description

Project The project name.
Cluster The cluster name.
Service The service name.

Server Role

The server role name.

APP The application of the server role.
Name The resource name.

Type The resource type.

Status The resource application status.
Parameters The resource parameters.

Result The resource application result.
Res The resource ID.

Reprocess Status

Reprocess Msg

Reprocess Result

Refer Version
List

The status of the interaction with Business Foundation System during the VIP

resource application.

The error message of the interaction with Business Foundation System during the VIP

resource application.

The result of the interaction with Business Foundation System during the VIP resource

application.

The version that uses the resource.
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ltem Description

Error Msg The exception message.

1.6.4.2.10.10. Statuses of project components

This report displays the statuses of all abnormal server roles on machines wit hin the current project. This
report also displays the alert information of server roles and machines reported to Monitoring System.

Error State Component Table

This section displays the server roles that are not in the GOOD state orthat are pending upgrade.

ltem

Project

Cluster

Service

Server Role

Machine Name

Need Upgrade

Server Role Status

Machine Status

Description

The name of the project.

The name of the cluster.

The name of the service.

The name of the server role.

The name of the machine.

Specifies whether the version has reached the desired state.
The status of the server role.

The status of the machine.

Server Role Alert Information

When you select arow inthe Error State Component Table section, this section displays the

corresponding information.
ftem
Cluster
Service
Server Role
Machine Name
Monitored Item
Level
Description

Updated At

Description

The name of the cluster.

The name of the service.

The name of the server role.

The name of the machine.

The name of the server role metric.
The severity level of the alert.

The description of the alert.

The update time of the alert.
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Machine Alert Information

When you select arow inthe Error State Component Table section, this section displays the
corresponding information.

ltem Description

Cluster The name of the cluster.

Machine Name The name of the machine.
Monitored ltem The name of the server role metric.
Level The severity level of the alert.
Description The description of the alert.
Updated At The update time of the alert.

Service Inspector Information

When you select a row inthe Error State Component Table section, this section displays the
corresponding information.

ltem Description

Cluster The name of the cluster.

Service The name of the service.

Server Role The name of the server role.
Monitored ltem The name of the server role metric.
Level The severity level of the alert.
Description The description of the alert.
Updated At The update time of the alert.

1.6.4.2.10.11. Relationship of service dependency

This report displays the dependencies among server roles. Use the global filter to display the data of a
specific clusterin the list.

ltem Description

Project The project name.
Cluster The cluster name.
Service The service name.
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item
Server Role

Dependent
Service

Dependent
Server Role

Dependent
Cluster

Dependency in
Final Status

Description

The server role name.

The service on which the server role depends.

The server role on which the server role depends.

The cluster to which the dependent server role belongs.

Whether the dependent server role reaches the final status.

1.6.4.2.10.12. Check report of network topology

This report checks if network devices and machines have wirecheck alerts.

Check Report of Network Topology

Checks if network devices have wirecheck alerts.

ftem

Cluster

Network Instance

Level

Description

Description

The cluster name.

The name of the network device.

The alert level.

The description about the alert information.

Check Report of Server Topology

Checks if servers (machines) have wirecheck alerts.

item

Cluster

Machine Name

Level

Description

Description

The cluster name.

The server (machine) name.
The alert level.

The description about the alert information.

1.6.4.2.10.13. Clone report of machines

This report displays the clone progress and status of machines.

> Document Version: 20210719 254



Operations and Maintenance Guide-
Apsara Uni-manager Operations Con
sole

Clone Progress of Machines

ltem Description

Project The project name.

Cluster The cluster name.

Machine Name The machine name.

Machine Status The running status of the machine.

Clone Progress The progress of the current clone process.

Clone Status of Machines

ltem Description

Project The project name.

Cluster The cluster name.

Machine Name The machine name.

Machine Action The action performed by the machine, such as the clone action.

Machine Action ) .
The status of the action performed by the machine.

Status

Machine Status The running status of the machine.

Level Whether the clone action performed by the machine is normal.
Clone Status The current status of the clone action performed by the machine.

1.6.4.2.10.14. Auto healing/install approval pending

report

The list structure is the same as the machine RMA approval pending list, whereas t his view is used for
the approval during the installation. For more information, see Machine RMA approval pending list.

1.6.4.2.10.15. Machine power on or off statuses of

clusters

After a cluster starts or shuts down machines, you can view the related information in this report.

Cluster Running Statuses

If a clusteris starting or shutting down machines, the corresponding data is available in this list. No data
indicates that no cluster has machines shut down.
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item

Project

Cluster

Action Name

Action Status

Description

The project name.

The cluster name.

The startup or shutdown action that is being performed by the cluster.

The status of the action.

Server Role Power On or Off Statuses

Displays the power on or off statuses of server roles in the cluster selected in the Cluster Running

Statuses section.

Select a row in the Cluster Running Statuses section to display the information of the corresponding

clusterinthe list.

lftem

Cluster

Server Role

Action Name

Action Status

Description
The cluster name.
The server role name.

The startup or shutdown action that is being performed by the server
role.

The status of the action.

Statuses on Machines

Displays the running status of the selected server role on machines.

Select arow inthe Server Role Power On or Off Statuses section to display the information of the
corresponding server role in the list.

ftem

Cluster

Server Role
Machine Name
Server Role Status
Server Role Action

Server Role Action
Status

Error Message

Machine Statuses

Description

The cluster name.

The server role name.

The machine name.

The running status of the server role.

The action currently performed by the server role.

The status of the action.

The exception message.
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Displays the running statuses of machines in the selected cluster.

Select a row in the Statuses on Machines section to display the information of the corresponding
machine in the list.

ltem Description

Cluster The cluster name.

Machine Name The machine name.

IP The IP address of the machine.

Machine Status The running status of the machine.

Machine Action The action currently performed by the machine.
Machine Action Status The action status of the machine.

Error Message The exception message.

1.6.5. Log O&M

1.6.5.1. Overview of the Kibana log O&M platform

Kibana is an open source analytics and visualization platform. Logs for Apsara Stack Agility services such
as ApsaraDB RDS, Xnet2, ASAPI, and POP are accessible to Elasticsearch, Logstash, and Kibana (ELK). You
can use Kibana to view and retrieve related logs.

For more information about how to use Kibana 7.2, see Kibana Guide.

1.6.5.2. Log on to the Kibana log O&M platform

This topic describes how to log on to the Kibana log O&M platform.

Prerequisites

e The endpoint of the Apsara Uni-manager Operations Console and the username and password used
to log onto the console are obtained fromthe deployment personnel or an administrator.

The URL of the Apsara Uni-manager Operations Console is in the following format: region-
id.ops.asconsole.int ranet-domain-id.com.

e A browser is available. We recommend that you use Google Chrome.

Procedure

1. Open your browser.

2. Inthe address bar, enter the URL (region-id.ops.asconsole.intranet-domain-id.com). Then, press the
Enter key.
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@ Note Youcanselect a language fromthe drop-down list in the upper-right corner of the
page.

3. Enteryour username and password.

@ Note Obtainthe username and password used to log on to the Apsara Uni-manager
Operations Console fromthe deployment personnel or an administrator.

When you log on to the Apsara Uni-manager Operations Console for the first time, you must
change the password of your username.

For security reasons, your password must meet the following requirements:
o The password contains uppercase and lowercase letters.
o The password contains digits.

o The password contains special characters such as exclamation points (!), at signs (@), number
signs (#), dollar signs ($), and percent signs (%).

o The password must be 10 to 20 characters in length.
. ClickLog On.
. Inthe top navigation bar, click O&M.
. Inthe left-side navigation pane, choose Product Management > Products.
. Inthe Apsara Stack O&M > Basic 0&M section, clickKibana Log O&M.

o N o0 U b

. Inthe dialog box that appears, enter the username and password for the Kibana log O&M platform
and clickLog in.

@ Note When you log onto the Kibana log 0O&M platformfor the first time, you must enter
the username and password.

1.7. Analysis
1.7.1. View the RDS inventory
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You can view the Relational Database Service (RDS) inventory to query the usage and availability of RDS
resources. T his way, you can perform O&M operations in an efficient manner.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Analysis.

3. Inthe left-side navigation pane, click RDS.

@ Note Youcan clickthe icon in the upper-right cornerto configure inventory

thresholds for each engine.

RDS Inventory Details

Auailsbie Instances  Instances Created Memory Used(Gib) b= Storage Used(G) Muaisble ) GPUSs Used{Core) &

4. View the RDS inventory.

o The RDS Inventory section shows the inventories of different types of RDS instances within the
last five days. Different colors indicate different types of RDS instances.

o The RDS Inventory Details section shows the RDS inventory details on multiple pages by
Engines and Date.

1.7.2. View the 0SS inventory

You can view the Object Storage Service (OSS) inventory to learn more about the usage and availability
of 0SS resources and perform O&M operations more efficiently.

Procedure
1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe top navigation bar, click Analysis.

3. Inthe left-side navigation pane, click OSS.

@ Note Youcanclickthe icon in the upper-right corner of the page to configure the

thresholds.
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Inventory Auaitability History(TE)

4. View the 0SS inventory.
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o ThelInventory Availability History (T B) section shows the availability of OSS resources over

the last five days.

o The Current Inventory Usage (TB) section shows the amount and percentage of 0SS

resources that are being used.

o The 0SS Bucket Inventory Details section shows the 0SS inventory details on multiple pages

by Date.
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2.Paas operations and
maintenance

2.1. Paas console

2.1.1. PaaS console overview

The Paas console is designed based on the platform and products. The console is mainly used to view,
manage, and upgrade the products deployed in the PaaS console. The PaaS console also provides task
management capabilities to support orchestration, O&M, and custom extension.

2.1.2. Log on to the PaaS Operations Console

This topic describes how to log on to the Apsara Agility PaaS Operations Console.

Prerequisites

e The endpoint of the Apsara Uni-manager Operations Console and the username and password used
to log onto the console are obtained fromthe deployment personnel or an administrator.

The URL of the Apsara Uni-manager Operations Console is in the following format: region-
id.ops.asconsole.intranet-domain-id.com.

e A browser is available. We recommend that you use Google Chrome.

Procedure

1. Open your browser.

2. Inthe address bar, enter the URL (region-id.ops.asconsole.intranet-domain-id.com). Then, press the
Enter key.

@ Note Youcanselect a language fromthe drop-down list in the upper-right corner of the
page.

3. Enteryour username and password.
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@ Note Obtainthe username and password used to log onto the Apsara Uni-manager
Operations Console fromthe deployment personnel or an administrator.

When you log on to the Apsara Uni-manager Operations Console for the first time, you must
change the password of your username.

For security reasons, your password must meet the following requirements:
o The password contains uppercase and lowercase letters.
o The password contains digits.

o The password contains special characters such as exclamation points (!), at signs (@), number
signs (#), dollar signs ($), and percent signs (%).

o The password must be 10 to 20 characters in length.
4. ClickLog On.
5. Inthe top navigation bar, click O&M.
6. Inthe left-side navigation pane, choose Product Management > Products.
7

. Inthe Apsara Stack O&M > Basic O&M section, clickPaaS Console.

2.1.3. Overview

The Overview module provides you with brief information about the health status of Apsara Stack
Aqility PaaS OM Platform.

2.1.3.1. Health Panorama

The Health Panorama module provides the overall system health status, including cluster health,
product health, and release link health. 0&M engineers can identify issues by analyzing the system
health status.

2.1.3.1.1. View cluster health

The Cluster Health tab provides the health status of nodes in a cluster. You can go to the homepage of
the Grafana service fromthis tab.

Procedure
1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Overview > Health Panorama.
The Cluster Health tab is displayed.
3. Onthe Cluster Health tab, view details of cluster health, node health, and cluster events.
o Cluster health details

You can view cluster health details such as the total nodes, health score, and health status.

Total Nodes: 8lndividual
Health Score: 100/100 v 0% No Problems Found

tianji_paas_a_GGOb Health Status: healt
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o Node health details

You can view node health details such as the health status of each node and the cluster
topology.

Node Health Details £ Monitor The Market ll Analysis Details | More Jife} Node Health Details

State Health Resource Name Health Score cPU Memory Disk

v 9a.. 100 40 377.13GB 0
v 8. 100 40 377.13GB 0
v 9. 100 40 377.31GB 0

v Ve 100 32 62.64GB 0

B: =

= Click [¥# to go to the Nodes page and view the details of nodes.

m Clickthe & iconto view the latest node data.

m Click e to view the cluster topology and analysis results of the health status. You can

also provide feedback about the accuracy of the analysis results.

@ Note

m [f the health score is lower than 100, the Analysis Results section displays the
exception information of each unhealthy primary node and its child nodes.

m When you move the pointer over a node of the Clusters Topology, the exception
information of the node is displayed.

ClustersTopology Analysis Results

Heatth: @ wiarming g Not Ready: [ J 100 ; Analysis Completed, tianji-paas-a-660bThe Health Score100
Dangerous Information >

Warning Information >

Feedback Information

* Degree: Accurate Inaccurate

EEEE  EEEEE g
?’;m' ,; . * Details

Feedback

o Clusterevents
You can view all event parsing logs of a cluster.

m Click Original Alarm Information 10 Article to view original alerts that are triggered by
cluster events.

= |nthe upper-right corner of the Cluster event section, click More to go to the Cluster event
page and view all event information of a cluster.

2.1.3.1.2. View product health
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The Product Health tab provides the health status of products that are deployed in a cluster. You can
go to the homepage of the Grafana service fromthis tab.

Procedure
1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Overview > Health Panorama.
The Cluster Health tab is displayed.
3. Clickthe Product Health tab to view details of product health.
o Overall status of product health

You can view the number, ready status, and risks of products in a cluster.

Total Products:  2GIndividual
0.0% 0.0% [Risk1] 7= Etianjimon-05%

tianji-paas-a-660b

o Product health details
You can view the health status of a product.
Product Health Details m o] Product Health Details

@ Health 46Individual

Status Deployment Status Actions
Warning Olndividual

Product Name Health Score Feature

v abm-0 100 standard Ready UnknownSucceeded Details

v apsarabase-0 100 aas Ready Unknownsucceeded Details

~ apsarabase-1 100 diamond Ready Unknownsucceeded Details

v apsarabase-10 100 re-service Ready Unknownsucceedecd Details
Entries per Page: 4 ~ | Total Entries: 46 2 3 4 - 2 >

m ClickMore to go to the Products page and view the details of products.

m Clickthe 5 iconto view the latest product data.
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= Find the product that you want to view, and click Det ails in the Actions column. On the page
that appears, view the product topology and analysis results of the health status. You
can also provide feedback about the accuracy of the analysis results.

@ Note

m [f the health score is lower than 100, the Analysis Results section displays the
exception information of each unhealthy primary node and its child nodes.

m When you move the pointer over a node of the Product Topology, the exception
information of the node is displayed.

ProductTopology Analysis Results

Health: @ Warning: ' Not Ready: @ 100 | Analysis Completed, apsarabase-OThe Health Score100

. appSet )
Dangerous Information >
!.'t. applnstance

= . .
wmk‘oad ‘Warning Information >
@

Feedback Information

* Degree: Accurate Inaccurate

S S e - .

* Details:

ﬁ
T4

Feedback

o Clusterevents
You can view all event parsing logs of a cluster.

m Click Original Alarm Information 10 Article to view original alerts that are triggered by
cluster events.

= |nthe upper-right corner of the Cluster event section, click More to go to the Cluster event
page and view all event information of a cluster.

2.1.3.1.3. View release link health

The Release Link Health tab provides the health status of release link components. T his helps you
better understand the overall health status of a cluster. You can go to the homepage of the Grafana

service fromthis tab.

Procedure
1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Overview > Health Panorama.

The Cluster Health tab is displayed.
3. Clickthe Release Link Health tab to view the health status of the release link.

o Overall status of release link health
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You can view the number of components, health score, and health status of the cluster release
link.

Total Component: 12Individual
Health Score: 1004100 No Problems Found

tian_ji‘paas‘a'660b Health Status: health

o Details of release link health

You can view the health scores of release link components, donut chart of component
distribution, and release link topology.

Release Link Details E Monitor The Market [l Analysis Details e Release Link Distribution

@ Health 12Individual
Warning Olndividual

Deployment Platform
Health Score
Name

+ app-definition 100
v app-instance 100
v app-set 100
v argo 100

Entries per Page: 4 “  Total Entries: 12 23 >

m |nthe upper-right corner of the Release Link Details section, clickthe ¢ iconto view the

latest component data.

m Click Analysis Details to view the release link topology and analysis results of the health
status. You can also provide feedback about the accuracy of the analysis results.

® Note

m If the health score is lower than 100, the Analysis Results section displays the
exception information of each unhealthy primary node and its child nodes.

m When you move the pointer over a node of the Release Link Topology, the
exception information of the node is displayed.

Release LinkTopology Analysis Results
Heatth: @ warning: @ Not reacy: @ : 100 | Analysis Completed, deploymentPlatformThe Health Score100
& vorkoza .
Dangerous Information >
pud
deploymentPlatform - -
@ S ‘Warning Information >
B deployPlatformComponent
Feedback Information
e
* B
— _— e s - _ Degree. Accurate Inaccurate
Resource Instance: chartmuseum
e : T indcator Name: e 5 3 3 z 4
# Details:
Index Score: 100

5 E Index Rating: null E S 3 @ s

Index Value: null

Feedback

o Clusterevents
You can view all event parsing logs of a cluster.

m Click Original Alarm Information 10 Article to view original alerts that are triggered by
cluster events.
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= |nthe upper-right corner of the Cluster event section, click More to go to the Cluster event
page and view all event information of a cluster.

2.1.3.2. Alert events

The Alert Events page displays all alert events and all aggregated alert events by alert or product
name.

2.1.3.2.1. View aggregated alert events by alert name

Apsara Agility PaaS Operations Console allows you to classify alert events based on various
aggregation methods. You can quickly find the desired alert event to in the aggregated view of alert
events by alert name.

Procedure

1.
2.

3.

4.

Log onto the PaasS console.

In the left-side navigation pane, choose Alerts > Alert Events.
By default, the Alert Aggregation tab is displayed.

In the upper part of the page, select the clusterthat you want to view fromthe drop-down list.
By default, all alert events that are aggregated by alert name are displayed.

In the alert name view, the Alert Aggregation tab displays all aggregated alert events by alert
name. The aggregated alert event list includes the following columns: Alert Name, Details, Total
Alerts, Severity, and Actions.

| Alert Events kubernetes

Alert Aggregation All Events Aggregate View m}

Cluster has overcommitted CPU resource requests for Pod Warning
Pod default/ahas-hbase-0 has been in a non-ready state f.. 12 Critical
T IP usage is already greater than 80% Critical
StuckAboutEtcd Velero backup is stuck about etcd Error

. (Optional)in the search box at the top of the tab, set Product, Service, Severity, and Start Date,

and then click Search to query aggregated alert events that meet the conditions.

. Find the aggregated alert event that you want to view. Click the name in the Alert Name column,

the numberinthe Total Alerts column, or View inthe Actions column to view details of
individual alert events within the aggregated alert events.

The alert details include the following columns: Status, Start Time, End Time, Update Time, and
Label.
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| Alert Details

alertname: KubeCPUQOvercommit

product: acs

service: ack-prometheus-operator

metrict kube_pod_container_rescurce_requests_cpu_cores + node_num_cpu

message: Cluster has overcommitted CPU resource requests for Pods and cannot tolerate node failure.

Active Apr 22, 2020, 14:55:53 Apr 23, 2020, 13:34:53 Apr 23, 2020, 13:31:53 alertname... promethe.. severityw...

2.1.3.2.2. View alert events aggregated by product

name

Onthe Alert Aggregation tab, you can view alert events aggregated by product name.

Procedure

1. Log onto the Paas console.

2. Inthe left-side navigation pane, choose Overview > Alert Events.
The Alert Aggregation tab is displayed by default.

3. Inthe upper part of the page, select the cluster that you want to view fromthe drop-down list.
By default, all alert events that are aggregated by alert name are displayed.

4. Turn off the Aggregate View to switch to the product name view.
In the product name view, the Alert Aggregation tab displays all alert events aggregated by

product name.

| Alert Events kubernetes

Alert Aggregation All Events Aggregate View m:

Cluster has overcommitted CPU resource requests for Pod... 1 Warning
Pod default/ahas-hbase-0 has been in a non-ready state f... 12 Critical
TerwayNetworklPUsage IP usage is already greater than 90% 1 Critical

5. (Optional)in the upper part of the page, set Product, Service, Severity, and Start Date, and then
clickSearch to query aggregated alert events that meet the specified conditions.

6. Find the aggregated alert that you want to view. Click the name in the Alert Name column, the
number inthe Total Alerts column, orView in the Actions column to view details of individual
alert events within the aggregated alert.

The alert event list includes the following columns: Status, Start Time, End Time, Update Time, and
Label.

2.1.3.2.3. View all alert events
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On the All Events tab, you can view all alert events that are generated in the PaaS Operations Console.

Procedure

1. Log onto the Paas console.

2. Inthe left-side navigation pane, choose Overview > Alert Events.
3. Clickthe All Events tab.
4

. All alert events are displayed on the tab. The alert event list includes the following columns: Alert
Name, Start Time, End Time, Update Time, Status, Details, Severity, and Label.

2.1.3.3. Environment model

The environment model displays the logical relationships among the region, zone, environment, and
data center subsets in the Apsara Agility PaaS Operations Console.

Procedure

1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Overview > Environment model.

3. Onthe Environment model page, view the logical relationships among the region, zone,
environment, and data center subsets in the PaaS Operations Console.

| Environment model

Region:er §7 B 101

2.1.4. Clusters

2.1.4.1. View the cluster list
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On the Clusters page, you can view the status, CPU usage statistics, memory usage statistics, IP address
usage, registration time, and kubeconfig connection information of the clusters that are managed by

the PaaS Operations Console.

Procedure

1. Log onto the PaaS console.

2. Inthe left-side navigation pane, choose Clusters > Clusters.

3. Onthe Clusters page, view the clusters that are managed by the PaaS Operations Console.

| Clusters

Name Status

tianji-paas- = Available

CPU usage statistics

Request: 20% | 231.9Core

Limit: 140%

Actual: 9% | 101.3Core

Memory usage statistics

IP address usage Registration Time Actions

348 Mar 1, 2021, 09:46:13 View

4. Find the cluster that you want to view, and click View in the Actions column to view the
kubeconfig connection information of the cluster.

2.1.4.2. Node management

You can add node tags or taints for clusters to manage scheduling policies.

2.1.4.2.1. View node details

You can view the details of each node deployed in the Apsara Agility PaaS Operations Console,
including the node name, status, IP address, role, operating system, version, and resource usage.

Procedure

1. Log onto the PaaS Operations Console.

2. Inthe left-side navigation pane, choose Clusters > Nodes.

3. (Optional) In the upper-left corner of the Nodes page, select the cluster that you want to view

fromthe drop-down list.

4. Onthe Nodes page, view the name, IP address, and resource usage of each node.

aS6mll ui’ mmpp ""ﬁ asei i e
1 h 2
CPl U:32% R NaN% CPU: 0:32% R:22%
RAM: U:85% R: NaN% RAM: U:72% R:18%
Storage: U: 827Gi  A: 6625Gi Storage: UI2394Gi A 4862Gi
a5 el § p— t:;; a5k =
] 9
CPU: U:1% R 25% CPU: U 1% Ro16%
RAM: U:4% R:6% RAM: U:4% R:2%
Storage: U:85Gi  A: 2568Gi Storage: U: 110G A: 2643Gi

Pl U:22% R:23% CPU: U. 4% R 11%
Please click Select
RAM: U:70% R 17% % R 6%
Storage: U: 436G A: 6820Gi _ Capacity: 40000m A:3238Gi
73 DI 5. 3 " fo
cplL U:3% R 16% R: NalN%
RAM: U:5% R2% RAM: U:9% R:NaN%
Storage: U:0Gi A 2653Gi Storage: U:85Gi  A: 3153Gi
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@ ™= 57 ploud.c07.a... (@

CPU: GEEINY: 31%  R: 20%

RAM: EENNUE5%RI5%
Storage: U: 827Gi  A: 6625Gi
@ T i T B

CrU: D U:2% R 25%

RAM: @ U:4% Ri6%
Storage: U: 85Gi  A: 2568Gi
No.

1
2
3

. i ey ey 7.3, (53.‘,)

CPU: G 31% R 21%

RAM: NN RS
Storage: UI2394Gi  A: 4862Gi
@ FUETImG Aa. &
CPU: U:2% R NaN%
RAM: U:4% R NaN%
Storage: U: 10Gi A 2643Gi
ltem

o el il ol ...

CPU:

RAM:

Storage:

® SR T B WS

RAM: §

Storage:

Node resource usage

Node name

a56c07105.cloud.c08.amtest77

{5_').‘?; . [ o = a § = I ERT N G@
U:22% R NaN% CPU: U: 4%  R:NaN%
U:70% R:NaN% RAM: U:12% R NaN%
U: 436Gi A 6820Gi Storage: U:0Gi A 3238Gi
{5_').‘?; il "0 - e BB é’?
] e
O o0 cru: (D U:3% R:26%
U:5% R 2% RAM: @ U:9% R 5%
U:0Gi  A: 2653Gi Storage: U:85Gi  A:3153Gi
Description

The node resources include the
following items:

o
o

o

M

CPU
RAM
Storage

ove the pointer over a

resource item to view the usage
details.

M

ove the pointer over a node

name to view the complete
node name.

The IP address of the node.

5. (Optional) In the upper-right corner of the Nodes page, enter the node name in the search box and
click the search icon. The node that you want to view is displayed.

6. Inthe upper-right corner of the node, clickthe {:%}):3:3 icon. On the Node management page, view

node information including details, labels, taints, and disks.
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| Node management a5t 17
Details
® Ready 1 2 master,minio-1,prometheus,redis-1,worker
Alibaba Group Enterprise Linux Server 7.2 (Paladin) linux 4.19.91-007 ali®
docker:/, 9 V1.1 i B-aliyun.1 w1 ms-aliyun.1
Labels B nints [~ ]
Disk Management  Exclusive disk completion amount: 0/0 VG disk completed volume: 0/0
Name Disk capacity Disk Type Device Type Status
A

Jdev/sdf3 2929G hdd part occupy

Jdev/sdf1 488G hdd part occupy

Jdev/sdf4 3057G hdd part occupy

Jdev/sdf2 976G hdd part occupy

J/dev/nvme0On1p3 1623G ssd part occupy

2.1.4.2.2. Add a tag

You can add tags to nodes for subsequent cluster scheduling, configuration, and behavior
customization. You can add tags to nodes on the Nodes or Node management page. Onthe Node
management page, you can add tags to multiple nodes.

Add a tag on the Nodes page

1.
2.

Log on to the PaaS Operations Console.

In the left-side navigation pane, choose Clusters > Nodes.

. (Optional) In the upper-left corner of the Nodes page, select the cluster that you want to manage

fromthe drop-down list.

. (Optional) In the upper-right corner of the Nodes page, enter the node name in the search box and

click the search icon. The node is displayed.

. Onthe Nodes page, select one or more nodes to which you want to add tags, and click Add

Label.

@ Note

The border color of the selected node changes to blue.

. Inthe Add Label to Node dialog box, performthe following operations:

KubernetesSBizs  HREE

« TRAZH: a36edd 11 E closd. 205 ambesi 13

waEE

b= ® Ready B worker BERGR linux.

= Tonsl Bfexe:  Albaba Group Emerprise LnuxServer 72 (Paladi) SRR 419 ks s i

Dockerli®:  docka s etk Kube-proxy s v1.14%
RITE x
EGE: amd64

TEEE  SaER

wER B

apsarastack-arko/disk-num > £

apsarastack-arkio/disk-size 16767 £

o Add a built-intag

Inthe Add Label to Node dialog box, click a tag in the Built-in Labels field. The tag name is
automatically added into the Key field. Set Value and click OK.

The following table describes the parameters.
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Parameter Description

Existing tags in the system. Valid values:

= Hypervisor failure-domain: During
virtualization output, virtual machines are
distributed across different physical
machines. This tag can be used to distribute
Built-in Labels pods to different physical machines.

= Zone failure-domain: distributes
Kubernetes nodes to different zones.

m Region failure-domain: distributes
Kubernetes nodes to different regions.

After you click a tag in the Built-in Labels field,
the tag name is automatically added into the

Ke . .
y Key field. You can also set Key to specify a
custom tag.
Value The custom tag value.

o Add acustomtag

Inthe Add Label to Node dialog box, set Key and Value, and then click OK.

Add a tag on the Node management page

1.
2.

Log onto the PaaS Operations Console.

In the left-side navigation pane, choose Clusters > Nodes.

. (Optional) In the upper-left corner of the Nodes page, select the cluster that you want to manage

fromthe drop-down list.

. (Optional) In the upper-right corner of the Nodes page, enter the node name in the search box and

clickthe search icon. The node is displayed.

. Inthe upper-right corner of the node to which you want to add tags, clickthe {55{3 icon.

. Onthe Node management page, clickthe icon next to Labels.
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Kubernetes&RtiEE  TREE

« $ERR: 236l Il towd 485 s

BFER

s ® Ready S worker BERRETR: linux
P: 10.1 == Alibaba Group Enterprise Linux Server 7.2 (Paladin) AR 4.
Dockerkgs doc kubelethfizs: vl 1 kube-proxyhgas: vi
R amd64 BUEERE): 20215055168 02:27:59

EER AREE

rER FEE BIF

apsarastack-ark.iofdisk-num 9

7. Inthe Add Label to Node dialog box, performthe following operations:

KubernetesSReiEd ~ DREE

<« PRB: a36ei11 7 closd e05 amben 13

BHER
R ® Ready R worker RAFRGR: linux.
3 Tomi RS Albaba Group Enterprise UnuxServer 72 Galacin)  FORIGE:  419.Fn el ki s e 4

Dockerli®:  dockmysed Kube-proxylic: V11458 ks

i x

R amd64

R EmEE

3 + c
s e

= P

apsarastack-arkio/disk-num

apsarastack-ark fo/disk-size 16767

o Add a built-intag

Click a tag in the Built-in Labels field. The tag name is automatically filled into the Key field. Set
Value and then click OK.

o Add acustomtag

Set Key and Value, and then click OK.

2.1.4.2.3. Add a taint

You can add taints to nodes for subsequent pod scheduling. You can add taints to nodes onthe
Nodes or Node management page. Onthe Node management page, you can add taints to
multiple nodes.

Add a taint on the Nodes page
1. Log onto the PaaS Operations Console.
2. Inthe left-side navigation pane, choose Clusters > Nodes.

3. (Optional) In the upper-left corner of the Nodes page, select the cluster that you want to manage
fromthe drop-down list.

4. (Optional) Inthe upper-right corner of the Nodes page, enter the node name in the search box and
clickthe search icon. The node is displayed.

5. Onthe Nodes page, select one or more nodes to which you want to add taints, and click Add
Label.

® Note

The border color of the selected node changes to blue.
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| Nodes tianji-paas-a-3e5a ~
e a B @ g om, w7 g & @ g e g g ow g, & @ a &
] R Tl k| Wl
cpU: N 32% R 20% cpu: G 32% R 21% CPU D U 22%  R:23% ceu: (I U:4% R 11%
Ram: G ESHRSE Ram; G RE, Ran; EEENET0RRe, RAM: @ U:12%  Ri6%
Storage: U: 827Gi A: 6625Gi Storage: UE2394Gi  A: 4862Gi Storage: U: 436Gi A 6820Gi Storage: U:0GI A 3238Gi
°® :-'I'I-.-l'a & | @ :I-F-lr|—.a & | e : & |® 1--l'-|---d| &
-
CPU: D U2% Ri16% CPU D U:i3% Ri16% CPU: D U: 3% R:26% CPU: @ U:2% R:16%
RAM: € Ui4%  Ri2% RAM: @ U:5% Ri2% RAM: @ Ui9% RiS5% RAM: @ U:7% Ri4%
Storage: U: 10Gi A& 2643Gi Storage: U: 0Gi  A: 2653Gi Storage: U: 85Gi  A:3153Gi Storage: U: 85Gi  A:3153Gi
Selected Nodes:2
Select All Add Label Create VG Disk Init exclusive disk
6. Inthe Add T aint dialog box, set Key, Value, and Effect.
Add Taint X
o | ]
Value ]
Effect (. preferNoSchedule ® NoSchedule NoExecute

The following table describes the parameters.

Parameter Description
Key The custom taint key.
Value The custom taint value.
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Parameter Description

o PreferNoSchedule: Kubernetes avoids
scheduling pods that do not tolerate the taint
onto the node.

o NoSchedule: Pods that do not tolerate the
Effect taint are not scheduled on the node.

o NoExecute: Pods are evicted from the node if
they are already running on the node, and are
not scheduled onto the node if they are not
running on the node.

7. Click OK.

Add a taint on the Node management page
1. Log onto the PaaS Operations Console.
2. Inthe left-side navigation pane, choose Clusters > Nodes.

3. (Optional) Inthe upper-left corner of the Nodes page, select the cluster that you want to manage
fromthe drop-down list.

4. (Optional) In the upper-right corner of the Nodes page, enter the node name in the search box and
click the search icon. The node is displayed.

5. Inthe upper-right corner of the node to which you want to add taints, clickthe {fﬁi icon.

6. Onthe Node management page, clickthe icon next to Taints.

| Node management a56cC." 14 “ P B
Details
® Ready 10 2 worker
. N . linux 4. TF #li4000.alios7.x86_64
Alibaba Group Enterprise Linux Server 7.2 (Paladin)
docker.//10°49 v1 1 B-aliyun.1 v1 M 3-aliyun.1
Labels €D [Taints [~ ]

7. Inthe Add T aint dialog box, set Key, Value, and Effect.

Add Taint X

Key ‘ |

Value ‘ |

Effect ) preferNoSchedule © NoSchedule NoExecute

8. Click OK.
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2.1.4.2.4. Delete a tag or taint

You can delete built-in or customtags or taints from nodes. Kubernetes-defined tags of nodes cannot
be deleted.

Procedure

1.

8.

2
3.
4

—

Log onto the PaasS console.

. Inthe left-side navigation pane, choose Clusters > Nodes.

(Optional)in the upper-left corner of the Nodes page, select the cluster fromthe drop-down list.

Optional)ln the upper-right corner of the Nodes page, enter the node name in the search box and

clickthe search icon. The node that you want to manage is displayed.

Labels

Labels

beta kubernetes.io/os RIS

. Inthe upper-right corner of the node, clickthe {‘5:"3:3 icon.

. Clickthe o icon next to Labels orTaints to show the tag list or the taint list.

@ Taints \§|

. Move the pointer over the label or taint that you want to delete, and click Delete.

O s o
apsarastack.io/ark-controller-node RUVERNIRET I

failure-domain.beta.kubernetes.io/region [t

c07.amtest77

In the Confirm message, click OK.

2.1.4.2.5. Create a VG Disk or initiate a dedicated disk for

a single node

Apsara Agility PaaS Operations Console allows you to create a VG disk or initiate a dedicated disk for a
single node by using graphical interfaces. T his improves efficiency because you can configure nodes on
the spot and decouple fromthe strong dependencies in Deployment Planner.

Prerequisites

e Base services are deployed and are at the desired state.
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e Each node forwhich you create a VG disk has at least one idle disk.

Procedure

1.
2.

Log onto the PaaS Operations Console.
In the left-side navigation pane, choose Clusters > Nodes.

(Optional) In the upper-left corner of the Nodes page, select the cluster that you want to manage
fromthe drop-down list.

(Optional) In the upper-right corner of the Nodes page, enter the node name in the search box and
click the search icon. The node is displayed.

. Clickthe {:ﬁ iconinthe upper-left corner of the node.

In the disk list, select the diskthat is in the Idlestate. The state of a diskis displayed in the Status
column.

You can select an idle disk based on various factors such as the disk capacity and the disk type.

. ClickManagement. In the Disk Management dialog box, configure the parameters.

Option Description

Perform the following operations to create a VG
disk:
i. Select Create VG Disk.
Create VG Disk ii. Click OK.
The "All configurations added

successfully" message appears. Wait until
the node state changes to Ready.

Perform the following operations to initiate a
dedicated disk:

i. Select Init exclusive disk.

ii. Select the corresponding product and
Init exclusive disk component.

iii. Click OK.

The "All configurations added
successfully" message appears. Wait until
the node state changes to Ready.

2.1.4.2.6. Create VG disks for multiple nodes

Apsara Agility PaaS Operations Console allows you to create VG disks for multiple nodes by using
graphical interfaces.

Prerequisites
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e Base services are deployed and are at the desired state.
e Each node forwhich you create a VG disk has at least one idle disk.

e The node that has disk partitions is individually processed because mutiple VG disks cannot be
created for such type of nodes at the same time.

Procedure
1. Log onto the PaaS Operations Console.
2. Inthe left-side navigation pane, choose Clusters > Nodes.
3. (Optional) Inthe upper-left corner of the Nodes page, select the cluster fromthe drop-down list.
4

. (Optional) In the upper-right corner of the Nodes page, enter the node name in the search box and
click the search icon. The node is displayed.

5. Select the nodes for which you want to create VG disks, and click Create VG Disk.

@ Note
o The border color of the selected node changes to blue.

o If the node you select has disk partitions, the "There are part types of disks in the
following nodes, please operate separately!" message appears.
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Selected Nodes:2

Select All Add Label Add Taint Create VG Disk Init exclusive disk

6. Inthe Create VG Disk dialog box, configure the parameters.

Parameter

SSD

Size

Number

7. Click OK.

Description

Specifies whether the type of the required
physical disk is SSD. If you turn on SSD, the type of
the required physical disk is SSD. This parameter
applies to each disk.

The storage capacity of the required physical disk.
We recommend that you specify the minimum
storage capacity for the required physical disk.
This parameter applies to each disk.

The number of the required physical disks. T his
parameter applies to each node.
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Wait until each node is in the Ready state.

2.1.4.2.7. Initialize dedicated disks for multiple nodes

Apsara Agility PaaS Operations Console allows you to initialize dedicated disks for multiple nodes by
using graphical interf aces.

Prerequisites

e Base services are deployed and are at the desired state.

e Each node for which you initialize the dedicated disk has at least one idle disk.

Procedure
1. Log onto the PaaS Operations Console.
2. Inthe left-side navigation pane, choose Clusters > Nodes.
3. (Optional) In the upper-left corner of the Nodes page, select the cluster fromthe drop-down list.
4

. (Optional) In the upper-right cormner of the Nodes page, enter the node name in the search box and
click the search icon. The node is displayed.

5. Select the nodes for which you want to initialize dedicated disks, and click Init exclusive disk.

Pl B il & BT, e BPEE N o B L, ] ] s oy = T,
® & @ $ @ &
CPU: U:2% R:20% CPU: U:1% R:25% CPU: U:2% R:16%
RAM: U:8% R:4% RAM: U:4% R:6% RAM: U:4% R:2%
Storage: U:85Gi  A: 2568Gi Storage U:85Gi  A: 2568Gi Storage U: 10Gi  A: 2643Gi
HIG B N F W sl T il Bl 5.2,
® & ® &
cPU: U:3% R:26% CPU: U:2% R:16%
RAM U:9% R:5% RAM U:7% R 4%
Storage: U: 85Gi  A:3153Gi Storage: U: 85Gi  A:3153Gi

Selected Nodes:2

Select All Add Label Add Taint Create VG Disk Init exclusive disk | Entries per Page: 10 e

6. ClickBatch selection. Inthe Batch selection dialog box, configure the parameters.

Parameter Description

Type The type of the disk.

The storage capacity of the required physical disk.
We recommend that you specify the minimum
storage capacity for the required physical disk.
This parameter applies to each disk.

Size
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Parameter Description

The number of the required physical disks. T his

Number )
parameter applies to each node.

7. Click OK.

The details of the dedicated diskto be initialized are displayed, including the name, owning
node, disk capacity, disk type, device type, and status.

8. ClickInitialize. In the Disk Management dialog box, select the product and the component.
9. Click OK.

Wait until each node is in the Ready state.

2.1.4.3. Query event details

On the Cluster event page, you can view all event parsing logs of clusters that are deployed inthe
Apsara Stack Agility PaasS console.

Procedure
1. Log onto the PaaS console.

2. Inthe left-side navigation pane, choose Clusters > Clusters.

3. Inthe upper-left corner of the page, filter events by cluster name, namespace, and log type to
view details of event logs.

| Cluster eventl tianji-paas-a-660b " All v " Warmning | Refresh
Namespace Type Object Event information Reason Time
Pod Failed create pod sandbox: rpc error: code = Unknown .
acs-check Warning FailedCreatePodSandBox Oct 26, 2020, 13:13:54
khcheck-dns-1603689226 desc = failed to set up sandbox container "55e5223..
Pod Failed create pod sandbox: rpc error: code = Unknown
acs-check Warning FailedCreatePodSandBox Qct 26, 2020, 13:13:57
khcheck-dns-1603689226 desc = failed to set up sandbox container "9fa2636d...
Pod Failed create pod sandbax: rpc errar: cade = Unknown R
acs-check Warning _ R FailedCreatePodSandBox Oct 26, 2020, 13:13:59
khcheck-dns-1603689226 desc = failed to set up sandbox container "52982835...
Pod Failed create pod sandbox: rpc error: code = Unknown
acs-check Warning FailedCreatePodSandBox Oct 26, 2020, 13:14:02
khcheck-dns-1603689226 desc = failed to set up sandbox container "3df3a3bl...
Pod Failed create pod sandbox: rpc error: code = Unknown
acs-check Warning N FailedCreatePodSandBox Oct 26, 2020, 13:14:05
khcheck-dns-1603689226 desc = failed to set up sandbox container "7edbSbb2..
Pod Failed create pod sandbox: rpc error: code = Unknown
acs-check Warning N FailedCreatePodSandBox Oct 26, 2020, 13:14:08
khcheck-dns-1603689226 desc = failed to set up sandbox container "0c523b79...
Pod Failed create pod sandbox: rpc error: code = Unknown .
acs-check Warning FailedCreatePodSandBox Oct 26, 2020, 13:13:54
khcheck-podstatus- 1603689226 desc = failed to set up sandbox container "b1730f703...

@ Note Inthe upper-right corner of the page, you can view the latest information of event
logs by clicking Refresh.

The following table describes relevant fields in the event list.
Field Description

Namespace The namespace that is associated with the event.
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Field

The type of the service.
Object

Reason

Time

Description

The type of the event.

The Kubernetes object that corresponds to the event.
The reason why the event was triggered.

The time when the event was triggered.

2.1.5. Intelligent O&M

Inspection is the key to preventing faults and is essential for routine O&M. Apsara Agility PaaS
Operations Console performs inspections on base services and cloud services by using the Intelligent
0&M feature. This way, faults can be detected before your bussiness is affected.

2.1.5.1. View details of an inspection case

OntheInspection Case Set page, you can view inspection cases and their details.

Procedure

1. Log onto the PaaS Operations Console.

2. Inthe left-side navigation pane, choose Intelligence Operations > Inspection Framework.

Onthelnspection Case Set page, you can view inspection cases.

3.

4. Find the desired inspection case and view its details.

® Note

Onthe Inspection Case Set page, clickthe

icon in the column that you want to filter.

Q

Enter a filter condition in the search box and click Search. Inspection cases that meet the filter

condition are displayed.

Field

Product

Use Case ID

Description

The product or component that is inspected by
the inspection case.

The ID of the inspection case. In the Use Case ID
column, you can click an inspection case ID to view
the custom resource (CR) definition of the
inspection case.
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Field

Use Case Name

Use Case Description

Cycle(second)

Overtime Time(second)

Last State

Enabled State

Last Result

Description

The name of the inspection case.

The inspection description of the inspection case.

The execution cycle of the inspection case that is
in the enabled state.

Unit: seconds.

The execution timeout period of the inspection
case that is in the enabled state.

Unit: seconds.

The state of the latest execution of the
inspection case.

o Succeeded: The inspection case is
successfully executed.

© Running: The inspection case is being
executed.

o Failed: The inspection case fails to be
executed.

Specifies whether to enable periodic inspection.

o @D : The periodic inspection feature is

enabled.

o

: The periodic inspection feature is

disabled.

To view the result details of the latest execution
of the inspection case, click Click To View
Results.
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Field Description

o To view the parameter details, click See
Details.

@ Note

To copy a line, click the icon next to

the line.

Operating

Cancel

o To view the inspection history of the inspection
case, click View Inspection History.

2.1.5.2. Enable periodic inspection

Apsara Agility PaaS Operations Console allows you to enable periodic inspection by using graphical
interfaces.

Procedure
1. Log onto the PaaS Operations Console.
2. Inthe left-side navigation pane, choose Intelligence Operations > Inspection Framework.
OnthelInspection Case Set page, you can view inspection cases.
3. OnthelInspection Case Set page, find the inspection case for which you want to enable periodic
inspection.
@ Note

OntheInspection Case Set page, clickthe iconin the column that you want to filter.

Q

Enter a filter condition in the search box and click Search. Inspection cases that meet the filter
condition are displayed.

4. Click inthe Enabled State column to enable periodic inspection.

When the icon inthe Enabled State column changes to @), periodic inspection is enabled.

2.1.5.3. Manually trigger inspections
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Apsara Agility PaaS Operations Console allows you to manually trigger inspections by using graphical
interfaces.

Procedure
1. Log onto the PaaS Operations Console.
2. Inthe left-side navigation pane, choose Intelligence Operations > Inspection Framework.
Onthelnspection Case Set page, you can view inspection cases.

3. OnthelInspection Case Set page, find the inspection cases that you want to trigger.

® Note

Onthe Inspection Case Set page, clickthe icon in the column that you want to filter.

Q

Enter a filter condition in the search box and click Search. Inspection cases that meet the filter
condition are displayed.

4. Select the inspection cases that you want to trigger.

@ Note

You can select one or more inspection cases.

5. ClickManually trigger inspection. In the message that appears, click Determine.

To view the inspection history, click View Inspection History in the Operating column.

2.1.6. Product center

2.1.6.1. Product list

The product list displays the information about all products deployed in the PaasS console, including
their names and versions. In the product list, you can perform O&M operations and view product
resources or register variables. You can also remove products that are no longer needed.

2.1.6.1.1. View product details

You can view the details of products that are deployed in the Apsara Agility PaaS Operations Console,
including their names, versions, and components.

Procedure

1. Log onto the Paas console.
2. Inthe left-side navigation pane, choose Product Center > Products.

3. Inthe product list, find the product that you want to view and click Det ails in the Actions column.
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Deployment Status Status
Succeeded « Ready
Succeeded « Ready
Succeeded « Ready

Product Name

abm
standard

apsarabase
aas

apsarabase
diamond

Product version / Branch

CPU quota

Request : 4.0Core
Limits  : 4.0Core

Request : 0.7Core
Limits 6.8Core

Request : 0.4Core
Limits  : 3.4Core

Memory quota

Request : 4.0Gi
Limits  : 4.0Gi

Request : 1.4Gi

Limits ~ : 10.8Gi

Request : 0.7Gi
Limits  : 5.4Gi

Persistent volume allocation P address usage Actions
0Gi 1 More v
36Gi 4 Details More
72Gi 2 Details More

4. Onthe Overview page, view the name, version, components, release status, and resource usage of

the product.

=| apsarabase - aas
Product Name
100%
Product Version:
| Product Components

Application instance/version

ass-openapi.openapi
aas-openapi servicetest
faﬂs.'ir?munmssion
ﬂaﬁs.'srksr_vimst

aas.web

0.0.1-e0:

aas.webdbinit
0.0.1-d49

2.1.6.1.2. View product versions

apsarabase - aas

unknown

Cluster/Namespace

tianji-paas-a-3eSa
apsarabase

tianji-paas-a-3eSa
apsarabase

tianji-paas-a-3esa
apsarabase

tianji-paas-a-3esa
apsarabase

tianji-paas-a-3esa
apsarabase

tianji-pazs-a-3esa
apsarabase

Status

* Ready

« Ready

- Ready

- Ready

- Ready

- Ready

Components: 6

Build versio

Post status

Install | Succeeded

Install | Succeeded

Install | Succeeded

Install | Succeeded

Install | Succeeded

Install | Succeeded

Details

Details

Details

Details

Details

Details

n: tikécmksohsujhkshoa7t2ny

CPU quota

Request : Om
Limits ~: 0m

Request : Om
Limits  :0m

Request : 352m
Limits ~ : 3400m

Request : 0m
Limits om

Request : 352m
Limits  : 34001

Request : 0m
Limits Om

Memory quota

Request : OMi
Limits ;M

uest : OMi
Limits  : OMi

Request : 740Mi
Limits ~ : 5520Mi

Request : OMi
Limits oMmi

Request : 740Mi
Limits  : 5520Mi

Request : OMi
Limits oMi

Post status: Succeeded

Upgrade strategy: No partial

Refresh

Persistent volume allocation P address usage Actions
0Gi 0 Details More v/
0Gi 0 Details More v/
18Gi 2 Details More v/
0Gi 0 Details More v
18Gi 2 Details More v/
06i 0 Details More v

Entries per Page: 20 ™ Total Entries: 6 -

You can view versions of products that are deployed in the Apsara Agility PaaS Operations Console.

Procedure

1. Log onto the PaaS console.

2. Inthe left-side navigation pane, choose Product Center > Products.

w

Information inthe Actions column.

. Onthe Products page, find the product that you want to view and choose More > Version

4. Inthe dialog box that appears, view the version information of the product.

abm-0Version Information

Product version

unknown;live

/ Branch

Build version

117dcab9-ad7b-4d92-bb06-c81593c1

Select

Publish

X

@ Note Inthe lower-right corner of the dialog box, you can click Publish to go to the
Deploy&amp;Upgrade page. For more information about how to deploy and upgrade
products, see Deployment and upgrade.
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2.1.6.1.3. View component information

You can view the component details in the Product Components section of the Overview page of a
product.

Procedure

1.
2.
3.

Log onto the PaasS console.
In the left-side navigation pane, choose Product Center > Products.

In the product list, find the product and click Det ails in the Actions column.

Inthe Product Components section of the Overview page, view the deployment information of
components, such as the component status, release status, cluster, namespace, component name,
component version, and resource usage.

. Find the component that you want to view and click Det ails in the Actions column to view details

of the component.
On the Component Details page, you can view the resource information of the deployed
component.

2.1.6.1.4. View the release status of a product

component

You can view release status details of a product component.

Procedure

1.
2.
3.

Log onto the PaaS console.
In the left-side navigation pane, choose Product Center > Products.

Onthe Products page, find the product that you want to view and click Det ails in the Actions
column.

. Inthe Product Components section of the Overview page, find the component that you want to

view and click Det ails in the Post status column.

. Inthe Details dialog box, move the pointer over the component to view tasks. Move the pointer

over each task to view subtasks. Move the pointer over each subtask to view details of the subtask.
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2.1.6.1.5. View the deployment progress

Details

https-proxy-cloudops.httpsproxy PostTraits

PreTraits

Publish

Complete

components

©

CheckAppinstanceStatus

You can view the deployment progress of product components.

o Name: CheckAppinstanceStatus
status: Succeeded
endTime: Oct 22, 2020, 07:02:31
message: complate succeeded

complate succeeded

of product

Procedure
1. Log onto the Paas console.
2. Inthe left-side navigation pane, choose Product Center > Products.
3. Inthe product list, find the product that you want to view and click Det ails in the Actions column.
4. Inthe Product Components section, find the component that you want to view and choose
More > Deployment Progress inthe Actions column.
| Product Companents resh
'Re;d‘,' Install | Succaeded Details 'f‘,‘.‘:;;:;'l‘“ o N o o Dets ;:;A
+ Ready install | Succeeded Details Request :382m Request : TAOM: 726 2 ore
]
5. Onthe Product Component Deployment Progress page, clickthe deployment nodes in
sequence to view the deployment progress and logs of the current component.
@ Note You can clickLOGS inthe lower-left corner of the SUMMARY tab to view the
deployment logs.
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| Product Component Deployment Progress

IMAGE
inst-middleware-zook...
cn
inc.com/alibaba_apsara_paas/ark-workflow:v1.0.4-reserve-ip
H AnalyseContext
COMMAND

python

LA GeneratsResources
ARGS

Jark-argo-workflow/scripts/context_analysis.py

{{workflow.parameters.contextName}} {{workflow.parameters.contextNSh}
L CheckDependency workflow.parameters.option}} {{workflow.parameters.cmdbNS}H

2.1.6.1.6. Log onto a web terminal

The StatefulSets and Deployments tabs of the Component Details page list available terminals.
Browser-based terminals are used for 0&M management and troubleshooting.

Procedure

1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Product Center > Products.

3. Inthe product list, find the product and click Details in the Actions column.
Inthe Product Components section of the Overview page, view the deployment information of
components, such as the component status, release status, cluster, namespace, component name,
component version, and resource usage.

4. Inthe Product Components section of the Overview page, find the desired component and click
Details inthe Actions column.

5. Inthe StatefulSets orServices section, find the component to which you want to log on, and
clickStart Terminal inthe Actions column.

| StatefulSets

Name Namespace Desired Count Current Count Ready Count Creation Time

tairconfigserver apsarabase 2 2 2 Mar 15, 2021, 15:27:24

| Deployments

Namespace Desired Count Current Count Updated Count Available Count Creation Time

logstash-exporter logging 1 1 1 1 Mar 15, 2021, 15:30:57

Inthe panel that appears, the pods to be logged on are displayed based on the number of the
component replicas.

6. Select the pod to which you want to log on, and click OK to start the terminal process.
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Select Pod to Start Terminal s

aliacs-service-catalog-catalog-apiserver-776b88f5c-pxmfr

® — apiserver

aliacs-service-catalog-catalog-apiserver-776b88f5c-xndrv

— apiserver

2.1.6.1.7. Perform O&M operations

The O&M Actions page displays the 0&M operations that are available to a product. You can also
perform O&M operations on this page.

Procedure

1. Log onto the PaaS console.
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. Inthe left-side navigation pane, choose Product Center > Products.

. Onthe Products page, find the product for which you want to perform O&M operations and click

Details inthe Actions column.
In the left-side navigation pane, click O&M Actions.

Perform O&M operations that are available to the product.

2.1.6.1.8. View a resource report

The Resource Report page displays the information of all resources that a product has requested from
the PaasS console. The resource type can be cni(ip), db, vip, dns, and accesskey.

Procedure

1.

ok wnN

Log onto the PaasS console.

In the left-side navigation pane, choose Product Center > Products.

In the product list, find the product that you want to view and click Det ails in the Actions column.
In the left-side navigation pane, click Resource Report.

View the information of resources.

By default, all resources are displayed. You can click the up and down arrows next to Resource
Owner to sort resources. You can also clickthe v icon next to Type to filter resources.

| Resource Report

esource Owner | ? ] :
edas.edasservice.cal-fs cni cni.cal_fs.ip_list
edas.edasservice.cai-fs db db.efs.host db.ac
edas.edasservice.cai-fs db db.efs.name efs
edas.edasservice.cai-fs db db.efs.password
edas.edasservice.cai-fs db db.efs.port 3306

The following table describes the fields in the resource report.

Field Description

Resource Owner The name of the component to which the resource belongs.
Type The type of the resource.

Key The attribute name of the resource.

Value The attribute value of the resource.

2.1.6.1.9. View service registration variables
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The Service Registration Variables page displays the values of all service registration variables. You can
view the service registration variables of a product. The service registration variables report for a
product lists the variables that the product can deliver to other products or components.

Procedure
1. Log onto the PaaS console.
In the left-side navigation pane, choose Product Center > Products.

In the product list, find the product that you want to view and click Det ails in the Actions column.

In the left-side navigation pane, click Service Registration Variables.

vk wWwN

View the information of service registration variables.

By default, all service registration variables are displayed. You can click the up and down arrows
next to Resource Owner to sort service registration variables. You can also click the v icon next to

Resource Owner to filter service registration variables.

| Service Registration Variables

Resource Owner i Key alue
edas.edasservice.cai-fs edas_cai_fs_db_host db.a
edas.edasservice cai-fs edas_cai_fs_db_name efs
edas.edasservice.cai-fs edas_cai_fs_db_password
edas.edasservice.cai-fs edas_cai_fs_db_port 3308
edas.edasservice.cai-fs edas_cai_fs_db_user efs
edas.edaszervice.cai-fs edas_cai_fz_domain filezerve

The following table describes the fields for service regist ration variables.
Field Description
Resource Owner The name of the component to which the resource belongs.
The variable name that is registered on the configuration
Key management database (CMDB) and can be used by this product or

other product components.

Value The variable value that is registered on the CMDB.

2.1.6.2. Deployment and upgrade

This topic describes how to perform batch upgrade and incremental deployment. You can customize
product features when you deploy a product. If the product supports custom configuration, the
system goes to the custom configuration page.

Prerequisites

The deployment and upgrade packages are imported to the Apsara Agility PaaS Operations Console.
For more information, see Import deployment and upgrade packages to the PaaS Operations Console.

Procedure
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1. Log onto the PaasS console.
2. Inthe left-side navigation pane, choose Product Center > Deploy&amp;Upgrade.

The System Packages page displays the deployment packages that have beenimported to the
PaaS Operations Console.

3. Onthe System Packages page, find the deployment package that you want to upgrade. Click
Publish inthe Actions column to start the deployment or upgrade process.

® Note

o If multiple deployment and upgrade packages exist, you can enter a systemID in the
search box to search for deployment packages.

o Inthe Select Products step, clickthe numberinthe Components column to view the
components and versions of the current product.

| System Packages JE a

System ID Build Time Import Time

8 Mar 31,2021, 17:43.09

0 Mar 31,2021, 155435

5 Mar 31,2021, 15:12:08

2 Mar 31,2021, 1439:08

03 Mar 31,2021, 1427:09

15 Mar 31,2021, 11:17:06

o7 Mar 31,2021, 11:08:13

8 Mar 30,2021, 21:39:35

mid Mar 30, 2021, 203408

Mar 30,2021, 2007551

Mar 31,2021, 17:43:26

Mar 31,2021, 155453

Mar 31,2021, 151325

Mar 31,2021, 1439:31

Mar 31,2021, 1427:26

Mar31,2021, 11:17:22

Mar 31,2021, 110830

Mar 30,2021, 21:39:52

Mar 30, 2021, 203432

Mar 30,2021, 2008113

4. Select the required features and click Next.

@ Note

The system can automatically parse dependencies among products. When the Automatic
Dependency Processing check box is selected, the system checks whether dependencies exist
between the deployed products and the products that you want to deploy. Then, the system
selects the products that have dependencies with the products that you want to deploy.

o If youwant to manually select the products to be deployed, you can clearthe
Automatic Dependency Processing check box.

o If you select products that have been deployed, the system upgrades these products.

o If you select products that have not been deployed, the systemincrementally deploys
these products.

If the custom configuration feature is enabled for a selected product, the Customize
Configurations step is displayed. Otherwise, the resource planning step is displayed.

5. Inthe Customize Configurations step, configure the parameters and click Save. Then, click
Next.
If the custom configuration feature is enabled for a selected product, the resource planning
step is displayed. Otherwise, the Node Planning step is displayed.

6. Inthe resource planning step, configure the parameters and click Save. Then, click Next.

7. Inthe Node Planning step, verify that the node planning is correct and click Next.
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8.

2.

@ Note If you want to modify the node planning, click the Reselect button.

In the Preview step, check the information of the products to be deployed.

A type of iconto the left of eachiteminthe Product&amp;Feature column indicates a type of
deployment state of the product:

o i: the product is to be deployed.
o [z1: the product has been deployed and does not need to be upgraded.

o #:the product is to be upgraded. You can click the @ icon to check the differences.

i e T ST R S D S N
S

Upgrade strategy

dms - (agill: - #54d95C76127F12650203882458¢322808)

dms-DmsCluster-bdce [ T LT Hybrid 5 Not Applicable

. Click Submit to start the deployment or upgrade process.

After the deployment or upgrade process starts, you can view the progress on the Task Instances
page. To view the progress, choose Task Center > Task Instances.

1.7. Task center

The Task Center module provides general task management capabilities. You can view and run task
templates, and view, suspend, resume, terminate, and delete tasks.

2.1.7.1. Task templates

The Task Templates page lists all task templates, both imported and preset.

2.1.7.1.1. View a task template

You can view information of all tasktemplates on the Task Templates page, such as the name,
description, parameters, and workflow definition.

Procedure

1. Log onto the Paas console.

2. Inthe left-side navigation pane, choose Task Center > Task Templates.

3. Find the tasktemplate that you want to view. Click View in the Actions column.

| Task Templates Refresh

Name Description Creation Time s
app-instance-workflow-cm | Mar 28, 2020, 18:44:10 Run
cluster-init-workflow 1 T Mar 29, 2020, 18:42:45 View Run
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4. Inthe pane that appears, view the name, description, parameters, and workf low definition of the
tasktemplate.

View Task Template Definition

Parameter Default Value
contextMame MNotNull
contexths ark-system
option MNotMNull
cmdbNS ark-system

Task Workflow Definition

2.1.7.1.2. Run a task

You can run atask on the Task Templates page.

Procedure

1. Log onto the PaaS console.

2. Inthe left-side navigation pane, choose Task Center > Task Templates.
3. Find the target tasktemplate. Click Run in the Actions column.
4

. Inthe pane that appears, set Task Instance Name and Action Parameters.

@ Note If the taskinstance name is not specified, the system automatically generates a
task instance name. We recommend that you enter a recognizable name for easy query.
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Run Task Immediately X

Task Template Name

app-instance-workflow-cm

Task Functionality

Task Instance Name

Action Parameters

Parameter Value
contextName NotNull
contextNs ark-system
option NotMull
cmdbNS ark-system

OK Cancel

5. Click OK.

2.1.7.2. Task instances

The Task Instances page displays information of all tasks. On this page, you can view, suspend, resume,
terminate, retry, and delete tasks.

2.1.7.2.1. View task details

Afteryou run a task, you can view the progress, logs, and parameters of the task on the Task Instances
page.
Procedure
1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose T ask Center > Task Instances.
3. Inthe taskinstance list, view the state of each task.
The following states are available:

Succeeded: The taskis successfully executed.

o

o Running: The taskis being executed.

o

Running (Suspended): The taskis suspended.
Failed: The taskfailed.

Failed (Terminated): The taskis terminated.

o

o
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4. Find the task that you want to view and click View in the Actions column. Then, you are redirected
to the Task Instance Details page.

5. Onthe TaskInstance Details page, click the task nodes in sequence to view the information and
logs of the current task.

@ Note To view task logs, you can click LOGS in the lower-left corner of the panel that
appears.

| Task Instance Detsils

MMARY CONTAINERS ARTIFACTS

2.1.7.2.2. Suspend a task

You can suspend a task in the Running state. Then, the task status becomes Running (Suspended).

Prerequisites

The taskis in the Running state.

Procedure
1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose T ask Center > Task Instances.

3. Inthe taskinstance list, find the task in the Running state that you want to suspend. Choose More
> Suspend inthe Actions column.

After a successful operation, the task status changes fromRunning to Running (Suspended) in
the Status column.

2.1.7.2.3. Resume a task

After ataskis suspended, the taskis in the Running (Suspended) state. Then, you can click Resume in
the Actions column to resume the task.

Procedure

1. Log onto the PaasS console.
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2. Inthe left-side navigation pane, choose Task Center > Task Instances.

3. Inthe taskinstance list, find the taskin the Running (Suspended) state that you want to resume.
Choose More > Resume inthe Actions column.

Afterthe taskis resumed, the task state changes fromRunning (Suspended) to Running in the
Status column.

2.1.7.2.4. Delete a task

You can delete ataskin any state. If ataskis in the Running state, this operation enables the systemto
immediately terminate the task and delete the task record. If ataskis in a state other than Running, this
operation enables the systemto immediately delete the task record.

Procedure

1. Log onto the Paas console.
2. Inthe left-side navigation pane, choose Task Center > Task Instances.

3. Inthe taskinstance list, find the task that you want to delete. Click Delete in the Actions column.

2.1.8. Platform management

Apsara Agility PaaS Operations Console allows you to configure virtual IP addresses (VIPs) for your SLB
instance. T his way, you can access cloud services that are deployed in the PaaS Operations Console.

2.1.8.1. Modify VIP addresses in the configuration file

Apsara Agility PaaS Operations Console allows you to import external virtual IP (VIP) addresses. T his
topic describes how to modify VIPs in a configuration file.

Prerequisites

Base services are at the desired state.

Procedure
1. Log onto the PaasS Operations Console.
2. Inthe left-side navigation pane, choose Platforms > VIP configuration.
3. Export the configuration file that you want to modify.

In the upper-right corner of the page, clickExport configuration to save the configuration file to
your on-premises machine.

4. Modify VIP addresses in the configuration file
5. Import the configuration file.

In the upper-right corner of the page, clicklmport configuration to upload the modified
configuration file to the PaaS Operations Console.

2.1.8.2. Enable a VIP configuration

This topic describes how to enable a virtual IP address (VIP) configuration.
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Prerequisites
The configuration file that stores the modified VIP addresses is imported to the PaaS Operations
Console.
Procedure
1. Log onto the PaaS Operations Console.
2. Inthe left-side navigation pane, choose Platforms > VIP configuration.

3. Onthe Load balancing service list page, find the service for which you want to enable a VIP
configuration.

4. ClickEnable inthe Actions column.

2.1.9. Platform diagnostics

The PaaS console provides platform-level diagnostics. This module collects information about the
console and products deployed in the console, presents summary diagnostic results, and allows you to
download detailed diagnostic results. The module aims to improve user experience of diagnostics.

2.1.9.1. Diagnostic items

The Diagnostic tems page displays all diagnostic items in the PaaS console. On this page, you can view,
execute, and delete diagnostic items.

2.1.9.1.1. View a diagnostic item

You can view details about the current diagnostic item, such as the name, type, description, start time,
deletion protection, and definition.

Procedure
1. Log onto the PaaS console.
. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic ltems.

2
3. Find the diagnostic itemthat you want to view. Click View in the Actions column.
4

. Inthe panel that appears, view details of the diagnostic item.
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View Diagnostic ltem

Start Time
Mar 29, 2020, 18:55:54

Deletion Protection

Yes

Definition

2.1.9.1.2. Execute diagnostic items

On the Diagnostic ltems page, you can execute diagnostic items.

Procedure
1. Log onto the PaaS console.

2. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic Items.

3. Select one or more diagnostic items and click Submit Diagnosis.

base_logs_flaws_pods Job Mar 29, 2020, 18:55:54 mE View
base_service_basic DaemonSet Mar 29, 2020, 18:55:54 EE——— View

base_service_inner_db Job Mar 29, 2020, 18:55:54 u - View
base_service_inner_coredns Job Mar 29, 2020, 18:55:54 Fom | ol View

Entries per Page: 10 el Total Entries: 15 - 2 >
4. Inthe message that appears, click OK.

2.1.9.1.3. Delete a diagnostic item

You can delete a diagnostic item. You can only delete imported diagnostic items, but not the
diagnostic items preset by the system.

Procedure

1. Log onto the PaaS console.

301 > Document Version: 20210719



Operations and Maintenance Guide-
PaaS operations and maintenance

2. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic ltems.
3. Find the diagnostic itemthat you want to delete. Click Delete inthe Actions column.

4. Inthe message that appears, click OK.

2.1.9.2. Diagnostic tasks

The Diagnostic Tasks page displays all diagnostic tasks. On this page, you can view diagnostic progress,
view diagnostic reports, download diagnostic reports, terminate diagnostic tasks, and delete
diagnostic tasks.

2.1.9.2.1. View diagnostic progress

Afteryou start a diagnostic task, you can view its diagnostic progress on the Diagnostic Tasks page.

Procedure

1. Log onto the Paas console.

2. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic Tasks.

3. Find the diagnostic task that you want to view. Click Diagnostic Progress inthe Actions column.
4

. Onthe Diagnostic Progress page, clickthe task nodes in sequence to view the diagnostic
progress and logs of the current diagnostic task.

2.1.9.2.2. View a diagnostic report
After a diagnostic task is complete, you can view its diagnostic report.

Prerequisites

You can view the diagnostic report only for a diagnostic task in the Succeeded state.

Procedure

1. Log onto the PaasS console.

2. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic Tasks.

3. Find the diagnostic task that you want to view. Click View Report inthe Actions column.
4

. Inthe pane that appears, view the diagnostic results, including the name, status, and details.
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View Report X

2.1.9.2.3. Download a diagnostic report

After a diagnostic taskis complete, you can download its diagnostic report to your on-premises
machine for offline query and analysis.

Prerequisites

You can download the diagnostic report only for a diagnostic taskin the Succeeded state.

Procedure

1. Log onto the PaasS console.
2. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic Tasks.

3. Find the diagnostic task that you want to manage. Click Download inthe Actions column.

2.1.9.2.4. Terminate a diagnostic task
You can terminate a diagnostic task in the Running state.

Procedure

1. Log onto the PaaS console.

2. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic Tasks.

3. Find the diagnostic task that you want to terminate. Choose More > Stop inthe Actions column.
4

. Inthe message that appears, click OK.

2.1.9.2.5. Delete a diagnostic task

You can delete a diagnostic task that is no longer needed.

Procedure
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1. Log onto the PaasS console.

2. Inthe left-side navigation pane, choose Platform Diagnostics > Diagnostic Tasks.

3. Find the diagnostic task that you want to delete. Choose More > Delete inthe Actions column.
4

. Inthe message that appears, click OK.

2.1.10. Alerts

The Alerts module implements unified management of alerts in the PaaS console. You can view alert
rules, notification channels, and alert events. You can also configure alert rules and notification
channels inthe Alerts module.

2.1.10.1. Alert rule groups

An alert rule must belong to an alert rule group. You can create alert rule groups and add alert rules to
alert rule groups.

2.1.10.1.1. Create an alert rule group

You can create an alert rule group. When you create an alert rule group, you must add an alert rule to
the group.

Procedure

1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Alerts > Alert Groups.

3. (Optional)in the upper part of the Rule Groups page, select the cluster that you want to manage
fromthe drop-down list.

4. Inthe upper-right corner of the page, click Create Rule Group.

5. Inthe Create Rule Group dialog box, configure the parameters.
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Create Rule Group X

Rule Group Name

Alert Group Name

TTL 0 o m A
Rule Mame
Level Select e
Massage
Expression
Operator e Aggregate Operz ™ Built-in Function e
Parameter Description
Rule Group Name The globally unique name of the alert rule group.

The globally unique name of the alert group. An alert rule group

Alert Group Name
must have an alert group.

Specifies the time period that an error lasts for before an alert is

sent.
TTL o h: hours.

© m: minutes.

o s:seconds.
Rule Name The globally unique name of the alert rule.

The severity of the alert. Valid values:
Level © Warning: indicates a warning alert.

o (Critical: indicates a critical alert.
Message The description of the alert.

The criteria to trigger the alert.
Expression @ Note We recommend that you select operators,

aggregate operations, or built-in functions from the drop-
down lists if you need to use them in the expression.
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6.

Click Submit.

2.1.10.1.2. Create an alert rule

Afteryou create an alert rule group, you can add an alert rule to the group.

Prerequisites

An alert rule group is created. For more information about how to create an alert rule group, see Create
an alert rule group.

Procedure
1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Alerts > Alert Groups.
3. (Optional)in the upper part of the page, select the cluster that you want to manage fromthe
drop-down list.
4. Find rule group for which you want to add alert rules. Click Create Rule Group inthe Actions
column.
The Rules page appears. You can view all alert rules in the alert rule group.
| Rules [ Create Rule |
Rule Name TTL Label Annotations Expression Actions
AlertmanagerConfiginconsistent 5m eﬁ'i;r} message: The configuration of the ... count_values("config_hash”, alertma... Modify Delete
AlertmanagerFailedReload 10m ':f;;':i.l:g: message: Reloading Alertmanager’... alertmanager_config_last_reload_su... Modify Delete
AlertrnanagerMembersinconsistent 5m i?ﬁ'i;r’” meszage: Alertmanager has not fo.. alertmanager_cluster_members{job... Medify Delete
5. Inthe upper-right corner of the page, click Create Rule.
6. Inthe Create Rule dialog box, configure the parameters.

Create Rule

TTL 0 + m
Rule Mame
Level Select

Message

Expression
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7.

Parameter Description

Specifies the time period that an error lasts for before an alert is

sent.
TTL o h: hours.
© m: minutes.
o s:seconds.
Rule Name The globally unique name of the alert rule.
The severity of the alert. Valid values:
Level © Warning: warning alert.
o Critical: critical alert.
Message The description of the alert.
The criteria to trigger the alert.

Expression @ Note We recommend that you select operators,
aggregate operations, or built-in functions from the drop-
down lists if you need to use them in the expression.

Click Submit.

2.1.10.1.3. Modify an alert rule

You can modify an alert rule.

Procedure

1.
2.

w

© N o oA

Log onto the PaaS console.

In the left-side navigation pane, choose Alerts > Alert Groups.

. (Optional)in the upper part of the Rule Groups page, select the cluster that you want to manage

fromthe drop-down list.

Onthe Rule Groups page, view all alert rule groups defined in the system.

Find the rule group that the rule belongs. Click Modify Rule inthe Actions column.
On the Rules page, view all alert rules in the rule group.

Find the rule that you want to modify. Click Modify in the Actions column.

Modify the TTL, Level, Message, and Expression parameter settings of the alert rule.

Parameter Description
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9.

Parameter Description

The length of time that an error persists before an alert is sent.

o h: hours.
TTL .
© m: minutes.
o s:seconds.
The severity of the alert. Valid values:
Level © Warning
o Critical
Message The description of the alert.
The criteria to trigger the alert.

Expression @ Note We recommend that you select operators,
aggregate operations, or built-in functions from the drop-
down lists if you need to use them in the expression.

Click Submit .

2.1.10.1.4. Delete an alert rule

You can delete an alert rule that is no longer needed from an alert rule group.

Procedure

1.
2.

w

© N o v b

Log onto the PaaS console.
In the left-side navigation pane, choose Alerts > Alert Groups.

(Optional)in the upper part of the page, select the cluster that you want to manage fromthe
drop-down list.

On the Rule Groups page, view all alert rule groups defined in the system.

Find the rule group for the target rule. Click Modify Rule inthe Actions column.
On the Rules page, view all alert rules in the rule group.

Find the target rule. Click Delete inthe Actions column.

In the Disable Alert Rule message, click Confirm.

2.1.10.1.5. Delete an alert rule group

You can delete an alert rule group that is no longer needed.

Procedure

1.
2.

Log onto the Paas console.

In the left-side navigation pane, choose Alerts > Alert Groups.
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4.
5.

The Rule Groups page appears.

. (Optional)in the upper part of the page, select the cluster that you want to manage fromthe

drop-down list.
Find the rule group that you want to delete. Click Delete in the Actions column.

In the message that appears, click OK.

2.1.10.2. Notification channels

You can view and modify notification channel settings on the Notification Channels page.

2.1.10.2.1. View notification channel settings

You can view the current notification channel settings.

Procedure

1.
2.
3.

4.

Log onto the PaasS console.
In the left-side navigation pane, choose Alerts > Notification Channels.

In the upper part of the page, select the cluster that you want to manage fromthe drop-down
list.

Inthe Global Settings, Routing, and Receiver sections, view the relevant information.

2.1.10.2.2. Modify notification channel settings

You can modify notification channel settings such as global settings, routing, and receivers.

2.1.10.2.2.1. Modify global settings

You can modify global settings, such as the resolve_timeout, smtp_info, and notifications settings.

Procedure

1.
2.
3.

Log onto the PaasS console.
In the left-side navigation pane, choose Alerts > Notification Channels.

In the upper part of the page, select the cluster that you want to manage fromthe drop-down
list.

. Inthe upper-right corner of the page, click Edit.

. Inthe Global Settings section, modify the resolve_timeout, smtp_info, and notifications settings.
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Global Settings

resalve_timeout (B
smtp_info

Attribute Key

smitp_from
smtp_smarthost
smitp_hello
smtp_auth_username
smtp_auth_password
smitp_auth_identity
smitp_auth_secret

smitp_require_tls

nctifications

ltem

resolve_timeout

smtp_info

Attribute Value

Description

Specifies the time period before an alert is marked as resolved if
the Alertmanager does not receive further notifications of the alert.

Specifies global SMTP information.

To modify the settings, turn on the switch on the right and then
click the Show icon. You can configure the following parameters:

o

smtp_from: the source email address that is used to send
alerts.

smtp_smarthost: the SMTP server endpoint and port number
for the source email address used to send alerts. Example:
smtp_smarthost:smtp.example.com:465.

smtp_hello: the default hostname that identifies the SMTP
server.

smtp_auth_username, smtp_auth_password: the username
and password for the source email address that is used to send
alerts.

smtp_auth_identity: specifies the PLAIN SMTP authentication
method.

smtp_auth_secret: specifies the CRAM-MD5 SMTP
authentication method.

smtp_require_tls: the default SMTP TLS configuration. By
default, this parameter is set to true. However, starttls errors
may occur if the parameter is set to true. We recommend that
you set the parameter to false.
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ltem Description

The alert channels. The PaaS Operations Console allows you to
configure alert channels including Slack, VictorOps, PagerDuty,
Opsgenie, HipChat, and WeChat.

To modify the settings, turn on the switch on the right and then
click the Show icon. You can configure the following parameters:

o slack_api_url: the API URL for Slack notifications.
o victorops_api_key: the VictorOps API key.
o victorops_api_url: the VictorOps API URL.
e . o pagerduty_url: the destination URL for APl requests.
notifications pag y- a
o opsgenie_api_key: the Opsgenie API key.

o opsgenie_api_url: the destination URL for Opsgenie API
requests.

o hipchat_api_url: the source URL for APl requests.

o hipchat_auth_token: the authentication token.

o wechat_api_url: the WeChat API URL.

o wechat_api_secret: the WeChat API key.

o wechat_api_corp_id: the WeChat API corporate ID.

6. Inthe upper-right corner of the page, clickSave.

2.1.10.2.2.2. Modify routing settings

You can modify global routing settings, and create or delete sub-routes.

Procedure
1. Log onto the PaaS console.
2. Inthe left-side navigation pane, choose Alerts > Notification Channels.

3. Inthe upper part of the page, select the cluster that you want to manage fromthe drop-down
list.

4. Inthe upper-right corner of the page, click Edit.
5. Inthe Routing section, performthe following operations:
o Modify routing settings

You can modify the default route or subroutes.
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Routing
Default Route

Attribute Key

receiver
group_wait
group_interval
repeat_interval
group_by
continue
match

match_re

Subroutes
Attribute Key
receiver
group_wait
group_interval
repeat_interval
group_by
continue

match

match_re

ltem

Attribute Value

null
30=
5m
12h
job
-
Add

Add

Attribute Value

=

null

Separate multiple val

@

Add
alertname * Watchdog ]

Add

Description
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ltem Description

The global route. You can configure the route information based
on the actual environment.

m receiver: the name of the alert receiver.

®m group_wait: specifies the waiting time to initialize a message
when a new alert group is created. This method ensures that
the system can have enough time to obtain multiple alerts for
the same alert group, and then trigger an alert message.

® group_interval: specifies the waiting time to send a new alert
message.

® repeat_interval: specifies the waiting time to resend an alert
message.

Default Route

® group_by: the tag list. It is the regrouping tag list after alert
messages are received. For example. all received alert
messages that contain the cluster=A and alertname=Latncy
High tags are aggregated into a group.

® continue: specifies whether an alert matches subsequent
nodes.

® match: Click Add and specify a receiver for matched alerts.

® match_re: Click Add. Enter a regular expression and specify a
receiver for alerts that match the regular expression.

Configure subroutes in a similar way to the global route, so that
you can export an alert type to another location.

® receiver: the name of the alert receiver.

® group_wait: specifies the waiting time to initialize a message
when a new alert group is created. This method ensures that
the system can have enough time to obtain multiple alerts for
the same alert group, and then trigger an alert message.

®m group_interval: specifies the waiting time to send a new alert
message.

= repeat_interval: specifies the waiting time to resend an alert

message.
Subroutes

= group_by: the tag list. It is the regrouping tag list after alert
messages are received. For example. all received alert
messages that contain the cluster=A and alertname=Latncy
High tags are aggregated into a group.

® continue: specifies whether an alert matches subsequent
nodes.

® match: click Add. Enter the key and value of a tag and specify
a receiver for alerts that match the tag.

® match_re: click Add. Enter a regular expression based on the
key and value of atag and specify a receiver for alerts that
match the regular expression.
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6.

o Create asubroute

To export an alert type to another location, you can click Add Subroute in the lower part of
the Routing section to configure a new subroute.

o Delete a subroute

Inthe Routing section, find a subroute that is no longer needed and click the Delete iconto
delete the subroute.

Routing
Default Route v
Subroutes - ‘:‘
Attribute Key Attribute Value
receiver null
group_wait
group_interval

repeat_interval

group_by Separate multiple values 1
continue [:B
match Add
alertname ' Watchdog Q
match_re Add

In the upper-right corner of the page, clickSave.

2.1.10.2.2.3. Modify receiver settings

You can create, modify, or delete alert receiver settings.

Procedure

1.
2.

Log onto the PaasS console.

In the left-side navigation pane, choose Alerts > Notification Channels.

. Inthe upper part of the page, select the cluster that you want to manage fromthe drop-down

list.

. Inthe upper-right corner of the page, click Edit.

. Inthe Receivers section, performthe following operations:

o Modify receiver settings

Modify the name and type of a receiver.

" nul

Receiver Name

Receiver Type

El

nu

[
m
I
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ltem Description
Receiver Name The name of the alert receiver.

Valid values for Receiver Type: webhook and email.

If Receiver Type is set to webhook, you must configure the
following parameters:

= url: the URL of the alert receiver.

® send_resolved: specifies whether to send messages for
resolved alerts. Default value: No.

If Receiver Type is set to email, you must configure the following
parameters:

= send_resolved: specifies whether to send messages for
resolved alerts. Default value: No.
® to: the destination email address for alerts.
= from: the source email address that is used to send alerts.
Receiver Type = smarthost: the server address and port number for the source
email address that is used to send alerts.
® hello: the default hostname that identifies the email server.

® aguth_username: the username for the source email address
that is used to send alerts.

® aguth_password: the password for the source email address
that is used to send alerts.

®m auth_secret: specifies the CRAM-MD5 authentication method.
® auth_identity: specifies the PLAIN authentication method.

® require_tls: the default TLS configuration. The default value is
Yes. However, errors may occur if the parameter is set to Yes.
We recommend that you set the parameter to No.

o Add areceiver

In the upper-right corner of the Receivers section, click Add Receiver. Configure the
parameters.

o Delete areceiver

In the Receivers section, find the receiver that you want to delete and click the Delete iconto
delete a receiver that is no longer needed.
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Receivers Add Receiver

Receiver Mame U
Receiver Type webhook
Attribute Key Attribute Value
url
send_resolved E
=
> Receiver o

6. Inthe upper-right corner of the page, click Save.

2.1.11. Query history events

You can query the operation records that are generated in the Apsara Agility PaaS Operations Console.
The read and write records that are generated in the PaaS Operations Console are stored in
Elasticsearch. The records include the operation type, operator, source IP address, event name,
operation object, operation time, request parameters, and interface endpoint.
Procedure

1. Log onto the PaaS Operations Console.

2. Inthe left-side navigation pane, choose Operation audit > Historical event query.

3. (Optional) Inthe Search section, query the records of the history events.

i. ClickAdvanced Search to expand the search area.

ii. Set the filter conditions including the operation type, start time, end time, operator, operation
name, and operation object.

iii. ClickSearch.
ion type:  all Time:  Start time B — Endtime =] m

4. Inthe history event list, find the history event that you want to view.

View the operation type, operator, source IP address, event name, operation object, and
operation time of the history event.

5. Clickthe + iconto the left of the history event to view the request parameters and interface
endpoint.

2.1.12. Appendix

2.1.12.1. Import deployment and upgrade packages to

the PaaS Operations Console

> Document Version: 20210719 316



Operations and Maintenance Guide-
PaaSs operations and maintenance

Before you deploy or upgrade products, you must import the deployment and upgrade packages to
the Apsara Agility PaaS Operations Console.

1. Upload the installation disk used for deployment and upgrade to the bootstrap node in the onsite
environment.

2. Log onto the bootstrap node by using SSH.

3. Runthe following command to import deployment packages and generate a deployment package
list:

sh upgrade.sh [SPackages_Path].iso

@ Note

Replace {packages -path}.iso with the actual storage path of the iso file on the installation
disk.

2.1.12.2. Exception troubleshooting for inspection cases

When an inspection case fails to be executed, you can find solutions by analyzing the possible causes
and impact scope.

2.1.12.2.1. check-k8s-dns-hostnet

This topic describes how to troubleshoot exceptions that occur when the check-k8s-dns-host net
inspection case is executed.

Inspection item CURL_DNS_SERVER_NAME

The following table describes the information related to the CURL_DNS_SERVER_NAME inspection item.

ltem Description
Product K8s
Inspection level Critical

This inspection item is used to check whether the
Inspection description server can be accessed by using the domain name
that DNS provides.

® The Kubernetes service is abnormal.
Possible cause
® The Kubernetes network is abnormal.

Impact scope DNS is unavailable for pods on some nodes.
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ltem Description

1. Check whether the pods that use DNS run

Solution normally.

2. Check whether the network is connected.

Inspection item CURL_DNS_SERVER_IP
The following table describes the information related to the CURL_DNS_SERVER_IP inspection item.

Item Description
Product K8s
Inspection level Critical

This inspection item is used to check whether the
server can be accessed by using the IP address that

Inspection description DNS provides.

® The Kubernetes service is abnormal.

Possible cause
e The Kubernetes network is abnormal.

Impact scope DNS is unavailable for pods on some nodes.

1. Check whether the pods that use DNS run

solution normally.

2. Check whether the network is connected.

Inspection item CURL_DNS_ENDPOINT

The following table describes the information related to the CURL_DNS_ENDPOINT inspection item.

Item Description
Product K8s
Inspection level Critical
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ltem

Inspection description

Possible cause

Impact scope

Solution

Description

This inspection item is used to check whether the
server can be accessed by using the backend IP
address that DNS provides.

The Kubernetes network is abnormal.

DNS is unavailable for pods on some nodes.

Contact Alibaba Cloud technical support.

2.1.12.2.2. check-docker-overlay-mount

This topic describes how to troubleshoot exceptions that occur when the check-docker-overlay-mount

inspection case is executed.

Inspection item CreateContainerError_Check

The following table describes the information related to the CreateContainerError_Check inspection

item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Description

K8s

Critical

This inspection item is used to check whether a
container can be created.

The overlay file system that Docker uses cannot be
mounted.

Pods on some nodes cannot be created.
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ltem Description

1. Log onto the corresponding master node by
using SSH.

2. Runthe following command to stop Docker:

sudo systemctl stop docker

3. Runthe following command to delete the files
that are stored in the following path:

rm -rf /var/lib/docker

4. Usethe vim command to edit the

/etc/docker/daemon.json file.
Solution

{

"storage-driver": "overlay"

}

5. Runthe following command to start Docker:

sudo systemctl start docker

warning

This may introduce security risks. Contact
Alibaba Cloud technical support.

2.1.12.2.3. check-k8s-apiserver-crash

This topic describes how to troubleshoot exceptions that occur when the check-k8s-apiserver-crash
inspection case is executed.

Inspection item K8S_APISERVER_CHECK

The following table describes the information related to the K8S_APISERVER_CHECK inspection item.

ltem Description
Product K8s
Inspection level Critical
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Item Description

This inspection item is used to check whether the

Inspection description
P P Kubernetes API servers run normally.

Some API server processes may be out of the

Possible cause
control of Kubernetes.

Some API server has exceptions, which results in

Impact scope kubectl being unavailable.

1. Identify the node on which the pod of the
abnormal API servers is located.

2. Log onto the node by using SSH. Run the
following command to check API servers for
any exceptions.

docker ps -a |grep kube-apiserver

o If APIservers have exceptions, run the
following commands to clear the abnormal
APl servers:

docker stop <$ApiServer>
Solution docker rm <$ApiServer>

o If APl servers do not have exceptions, run the
following command to check whether the
APl servers that are not managed by Docker
exist:

ps aux |grep kube-apiserver

If the API servers that are not managed by
Docker exist, stop the abnormal API servers.

3. If the problem persists after you perform the
preceding steps, contact Alibaba Cloud
technical support.

2.1.12.2.4. check-k8s-cs

This topic describes how to troubleshoot exceptions that occur when the check-k8s-cs inspection case
is executed.

Inspection item K8S_CS_CHECK

The following table describes the information related to the K85_CS_CHECK inspection item.
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Item

Product

Inspection level

Inspection description

Possible cause

Impact scope

Solution

Description

K8s

Critical

Check whether the Kubernetes components are
normal.

Etcd is abnormal.

The Kubernetes API server is abnormal.

The Kubernetes scheduler is abnormal.

® The Kubernetes controller manager is abnormal.

Kubernetes is unavailable, which results in kubectl
being unavailable.

e Analyze exceptions of Etcd by viewing the state
and logs.

® Analyze exceptions of the Kubernetes API server
by viewing the state and logs.

e Analyze exceptions of the Kubernetes scheduler
by viewing the state and logs.

e Analyze exceptions of the Kubernetes controller
manager by viewing the state and logs.

Inspection item MASTER_POD_CHECK

The following table describes the information related to the MASTER_POD_CHECK inspection item.

ltem

Product

Inspection level

Inspection description

Description

K8s

Critical

Check whether Kubernetes master pods are normal.
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ltem

Possible cause

Impact scope

Solution

Description

® FEtcdis abnormal.

e The Kubernetes API server is abnormal.

The Kubernetes scheduler is abnormal.

The Kubernetes controller manager is abnormal.

Kubernetes is unavailable, which results in kubectl
being unavailable.

e Analyze exceptions of Etcd by viewing the state
and logs.

® Analyze exceptions of the Kubernetes API server
by viewing the state and logs.

® Analyze exceptions of the Kubernetes scheduler
by viewing the state and logs.

e Analyze exceptions of the Kubernetes controller
manager by viewing the state and logs.

2.1.12.2.5. check-kube-proxy-pod

T his topic describes how to troubleshoot exceptions that occur when the check-kube-proxy-pod

inspection case is executed.

Inspection item KUBE_PROXY_CHECK

The following table describes the information related to the KUBE_PROXY_CHECK inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Description

K8s

Critical

This inspection item is used to check whether the
kube-proxy pod runs normally.

The forwarding policies of iptables are incorrectly
configured.

323

> Document Version: 20210719



Operations and Maintenance Guide-
PaaS operations and maintenance

ltem

Impact scope

Solution

Description

® The Kubernetes services cannot be used.

e Applications within a Kubernetes cluster cannot
be interconnected.

e Kubernetes clusters cannot provide external
services.

1. Log onto the corresponding node and run the
following command to check Proxy pods for
any exceptions:

kubectl-n kube-system get pod | grep
kube-proxy

2. Runthe kubectllogs command to query the
node logs.
3. If the problem persists after you perform the

preceding steps, contact Alibaba Cloud
technical support.

2.1.12.2.6. check-network-control-plane

This topic describes how to troubleshoot exceptions that occur when the check-network-control-

plane inspection case is executed.

Inspection item NETWORK_CONTROL_PLANE_CHECK

The following table describes the information related to the NETWORK_CONTROL PLANE_CHECK

inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Description

K8s

Critical

This inspection item is used to check whether the
network control plane run normally.

The network configuration has errors in the laaS
layer.
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Item Description

® The network of the Kubernetes pod is

unavailable.
Impact scope
e Kubernetes applications cannot communicate

with each other.

1. Check the pod logs of the unhealthy network
component based on the output of the
inspection task.

2. Indentify the issue of network configuration in

solution the laaS layer based on the logs.

3. If the problem persists after you perform the

preceding steps, contact Alibaba Cloud
technical support.

2.1.12.2.7. check-node-network

This topic describes how to troubleshoot exceptions that occur when the check-node-network
inspection case is executed.

Inspection item NODE_NETWORK_CHECK

The following table describes the information related to the NODE_NETWORK_CHECK inspection item.

Item Description

Product K8s

Inspection level Critical

Inspection description Check whether the network of the node is normal.
Possible cause Network problems exist in the laas layer.

e Kubernetes nodes cannot communicate with each
Impact scope other.

® The Kubernetes cluster runs abnormally.
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Item

Solution

Description

1. Use the ping command to test the connectivity
of the faulty node.

2. Check whether the basic network configuration
is normal.

3. If the problem persists after you perform the
preceding steps, contact Alibaba Cloud
technical support.

2.1.12.2.8. check-pod-network

This topic describes how to troubleshoot exceptions that occur when the check-pod-network

inspection case is executed.

Inspection item CHECK_POD_TO_NODE

The following table describes the information related to the CHECK_POD_TO_NODE inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Description

K8s

Critical

This inspection item is used to check whether pods
and nodes are interconnected.

e Network problems exist in the laas layer.

® Network problems exist in pods.

e (Container Service for Kubernetes (ACK) pods
cannot communicate with each other. Pods
cannot communicate with nodes.

® The ACK clusters run abnormally.
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ltem Description

1. Check whether the pods for which the
networking plug-in is installed are normal.

. 2. Check the basic networking configurations.
Solution

3. If the problem persists after you perform the
preceding steps, contact Alibaba Cloud
technical support.

Inspection item CHECK_POD_TO _POD

The following table describes the information related to the CHECK_POD_TO_POD inspection item.

Item Description
Product K8s
Inspection level Critical

This inspection item is used to check whether the

Inspection description
P P network between pods can be connected.

® Network problems exist in the laasS layer.
Possible cause
e Network problems exist in pods.

The network between the ACK pods cannot be

Impact scope
P P connected.

1. Check whether the pods for which the

Solution networking plug-in is installed are normal.

2. Check the basic networking configurations.

Inspection item CHECK_POD_TO_CLUSTER_IP

The following table describes the information related to the CHECK_POD_TO_CLUSTER_IP inspection
item.

Item Description

Product K8s
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Item

Inspection level

Inspection description

Possible cause

Impact scope

Solution

Description

Critical

This inspection item is used to check whether the
network between the pod and the cluster of the
service can be connected.

e Network problems exist in the laasS layer.
® Network problems exist in pods.

® DNS has exceptions.

The network between pods cannot be connected.
DNS is unavailable.

1. Check whether the pods for which the
networking plug-in is installed are normal.

2. Check the basic networking configurations.

3. Check whether the kube-proxy node is normal.

Inspection item CHECK_POD _TO_NODEPORT
The following table describes the information related to the CHECK_POD_TO_NODEPORT inspection

item.

ltem

Product

Inspection level

Inspection description

Possible cause

Description

K8s

Critical

This inspection item is used to check whether the
network between the pod and the NodePort-type
service can be connected.

® Network problems exist in the laas layer.
® Network problems exist in pods.

® DNS has exceptions.
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Item

Impact scope

Solution

Description

The network between pods cannot be connected.
DNS is unavailable.

1. Check whether the pods for which the
networking plug-in is installed are normal.

2. Check the basic networking configurations.
3. Check whether the kube-proxy node is normal.

4. Check whether the node has a firewall.

Inspection item CHECK_POD_TO_DNS_ENDPOINT

The following table describes the information related to the CHECK_POD_TO_DNS_ENDPOINT inspection

item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Solution

Description

K8s

Critical

This inspection item is used to check whether the
pod can be addressed by using the backend IP
address that is provided by DNS.

® Network problems exist in the laas layer.
® Network problems exist in pods.

® DNS has exceptions.

The network between pods cannot be connected.
DNS is unavailable.

1. Check whether the pod that uses DNS is
normal.

2. Check the basic networking configurations.

3. Check whether the kube-proxy node is normal.

Inspection item CHECK_POD_TO_DNS_CLUSTERIP
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The following table describes the information related to the CHECK_POD_TO_DNS_CLUSTERIP inspection

item.

Item

Product

Inspection level

Inspection description

Possible cause

Impact scope

Solution

Description

K8s

Critical

This inspection item is used to check whether the
pod can be accessed by using the IP address that
DNS provides.

® Network problems exist in the laas layer.
® Network problems exist in pods.

® DNS has exceptions.

The network between pods cannot be connected.
DNS is unavailable.

1. Check whether the pod that uses DNS is
normal.

2. Check whether the network is connected.

Inspection item CHECK_POD _TO _DNS_NAME

The following table describes the information related to the CHECK_POD_TO_DNS_NAME inspection

item.

Item

Product

Inspection level

Inspection description

Description

K8s

Critical

This inspection item is used to check whether the
pod can be accessed by using the domain name
that DNS provides.
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Item Description

e Network problems exist in the laasS layer.
Possible cause e Network problems exist in pods.

e DNS has exceptions.

The network between pods cannot be connected.

Impact scope DNS is unavailable.

1. Check whether the pod that uses DNS is

Solution normal.

2. Check whether the network is connected.

2.1.12.2.9. check-k8s-namespace

This topic describes how to troubleshoot exceptions that occur when the check-pod-network
inspection case is executed.

Cinspection item CHECK_K8S_NAMESPACE

The following table describes the information related to the CHECK_K8S_NAMESPACE inspection item.

Item Description

Product K8s

Inspection level Critical

Inspection description Check whether the namespace is normal.
Possible cause An namespace in the Terminating state exists.
Impact scope The namespace is unavailable.
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ltem

Solution

2.1.12.2.10. check-k8s-node

Description

1. Log onto the following node and run the
following command to check webhook services
for any exceptions.

kubectl api-resources --verbs=list --
namespaced -o name | xargs -n 1 kubectl
get --ignore-not-found -n default

2. Troubleshoot the webhook services if
necessary.

This topic describes how to troubleshoot exceptions that occur when the check-k8s-node inspection

case is executed.

Inspection item CHECK_K8S _NODE

The following table describes the information related to the CHECK_K8S_NODE inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Description

K8s

Critical

This inspection item is used to check whether the
node is in the normal state.

® The Kubelet node is abnormal.
® The Docker node is abnormal.
® The disk usage is high.

® The CPU utilization is high.

® An accidental deletion occurs.

e The node cannot be used normally.

® The existing applications that are deployed on
the node are evicted to other nodes.
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ltem Description

1. Check whether the CPU, memory, and disk
resources of the node are exhausted.

2. Restart the kubelet node.

solution ) Notice

This may introduce security risks to the
instance. We do not recommend that you
perform this operation.

2.1.12.2.11. check-k8s-pod

This topic describes how to troubleshoot exceptions that occur when the check-k8s-pod inspection
case is executed.

Inspection item CHECK_K8S_POD

The following table describes the information related to the CHECK _K8S_POD inspection item.

Item Description
Product K8s
Inspection level Critical

This inspection item is used to check whether a pod

Inspection description )
P P is abnormal.

e Something is wrong with the service itself.
Possible cause
® The node is abnormal.

Impact scope The pod runs abnormally.
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Item Description

1. Log onto the abnormal node.

2. Runthe kubectldescribe pod command to

query pod details.

Solution
3. Runthe kubectllogs <$Pod_Name>

command to query the logs of a pod.

4. Identify the cause of an exception based on the
logs.

2.1.12.2.12. check-arkwebhook-svc

This topic describes how to troubleshoot exceptions of the check-arkwebhook-svc inspection case.

Inspection item ARKWEBHOOK_SERVICE

The following table describes the information related to the ARKWEBHOOK_SERVICE item.

ltem Description

Product Ark

Inspection level Critical

Inspection description Check whether the ark-webhook service is normal.

® The pod of the ark-webhook is abnormal.
Possible cause
® The network is abnormal.

Impact scope All pods fail to be created.
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ltem

Solution

Description

1. Log onto the corresponding master node by
using SSH.

2. Runthe following command to query the state
of the specified pod:

kubectl get pod -n ark-webhook-system

3. Runthe following command to query the logs
of the specified pod:

kubectllogs -n ark-webhook-system
<$Pod_Name>

4. ldentify the cause of an exception based on the
logs.

2.1.12.2.13. check-bridge-console

This topic describes how to troubleshoot exceptions that occur when the check-bridge-console

inspection case is executed.

Inspection item BRIDGE_CONSOLE_API_USABILITY

The following table describes the information related to the BRIDGE_CONSOLE_API_USABILITY

inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Description

Ark

Critical

This inspection item is used to check whether the
PaaS Operations Console runs normally.

e Abnormal pods exist in the PaaS Operations
Console.

® The network is abnormal.

The PaaS Operations Console is unavailable.
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Item Description

1. Log onto the corresponding master node.

2. Runthe following command to check whether
the application in the PaaS Operations Console
is in the Ready state.

kubectl get appinstance -nark-system|grep
bridge-

Solution 3. Log onto the PaaS Operations Console again
to check whether the logon is normal.

4. Runthe following command to query the logs
of a pod inthe PaaS Operations Console:

kubectl logs <SPod_Name>

5. Identify the cause of an exception based on the
logs.

2.1.12.2.14. check-common-ingress

This topic describes how to troubleshoot exceptions that occur when the check-common-ingress
inspection case is executed.

Inspection item COMMON_INGRESS_ACCESS

The following table describes the information related to the COMMON_INGRESS_ACCESS inspection
item.

ltem Description
Product Cluster-Init
Inspection level Critical

This inspection item is used to check whether the

Inspection description .
common-ingress component can be accessed.

® The Voyager pod is abnormal.
Possible cause
® The network is abnormal.

Impact scope The access request is abnormal.
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ltem

Solution

Description

1. Log onto the corresponding master node by
using SSH.

2. Runthe following command to query the state
of the pod:

kubectl get |grep "voyager-ingress-
common"

3. Runthe following command to query the logs
of the pod:

kubectl logs <$Pod_Name>

4. Identify the cause of an exception based on the
logs.

2.1.12.2.15. check-seed-status

This topic describes how to troubleshoot exceptions that occur when the check-seed-status inspection

case is executed.

Inspection item SEED

The following table describes the information related to the SEED inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Description

Ark

Critical

This inspection item is used to check the health of
the seed base module.

e Multiple application replicas that are managed by
the seed base module are abnormal.

® Minio is abnormal.

e Kubernetes is abnormal.

The deployment and update of the base and cloud
services are affected.
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ltem Description

1. Log onto the corresponding master node.
2. Runthe following command to query the

status of cm:

kubectl get cm ark.cmdb.seed.status -n
ark-system -o yaml

3. Check the application whose status is not
Ready based on the message of cm.

4. Runthe following command to query the
status of the seed base module:

Solution

docker ps|grep seed

5. Runthe following command to query the
docker logs of the seed base module:

kubectl logs seed

6. Identify the cause of an exception based on the
logs.

2.1.12.2.16. check-nginx-ingress

This topic describes how to troubleshoot exceptions that occur when the check-nginx-ingress
inspection case is executed.

Inspection item NGINX_INGRESS_CHECK

The following table describes the information related to the NGINX_INGRESS CHECK inspection item.

ltem Description
Product cluster-init
Inspection level Critical

This inspection item is used to check whether the

Inspection description
P P NGINX Ingress Controller is available

Possible cause The nginx-ingress pod is abnormal.

Impact scope The access request is abnormal.
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ltem

Solution

Description

1. Log onto the corresponding master node by
using SSH.

2. Runthe following command to query the
status of the nginx-ingress pod.

kubectl get -n acs-system |grep "nginx-
ingress-controller"

3. Runthe following command to query the logs
of the nginx-ingress pod.

kubectl logs -nacs-system <$Pod_Name>

4. Identify the cause of an exception based on the
logs.

2.1.12.2.17. check-operator-reconcile-queue-length

This topic describes how to troubleshoot exceptions that occur when the check-operator-reconcile-

queue-length inspection case is executed.

Inspection item OPERATOR_RECONCILE_QUEUE_LENGTH_CHECK

The following table describes the information related to the
OPERATOR_RECONCILE_QUEUE_LENGTH_CHECK inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Solution

Description

Ark

Warning

This inspection item is used to check the reconcile
queue length of the operator.

The number of upgrade tasks exceeds the limit.

The upgrade duration is affected.

Wait until the Ark operator completes the task.
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2.1.12.2.18. check-synchronizer

This topic describes how to troubleshoot exceptions that occur when the check-synchronizer

inspection case is executed.

Inspection item SYNCHRONIZER_CHECK

The following table describes the information related to the SYNCHRONIZER CHECK inspection item.

ltem

Product

Inspection level

Inspection description

Possible cause

Impact scope

Solution

Description

Tianji-provider

Critical

This inspection item is used to check whether the
internal interface of the synchronizer pod is
accessible.

® The Apsara Infrastructure Management
Framework server fails to start when the
synchronizer pod is deployed.

® The Apsara Infrastructure Management
Framework service is abnormal.

® Only deployment services are affected. Runtime
services are not affected.

® The synchronizer pod may do not respond when
base services start.

1. Log onto the corresponding master node by
using SSH.

2. Runthe following command to query the
status of the synchronizer pod:

kubectl get -n acs-system |grep "
<$Pod_Name>"

3. Runthe following command to query the logs
of the synchronizer pod:

kubectl logs -nacs-system <$Pod_Name>

4. Identify the cause of an exception based on the
logs of the pod.
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2.1.12.2.19. check-registory

This topic describes how to troubleshoot exceptions that occur when the check-registory inspection
case is executed.

Inspection item REGISTORY_SERVICE

The following table describes the information related to the REGIST ORY_SERVICE inspection item.

ltem Description
Product Basic
Inspection level Critical

This inspection item is used to check whether the

Inspection description . . . .
image repository is accessible.

Possible cause The image repository is abnormal.
Impact scope The start of a pod is affected.

1. Log onto the corresponding master node by
using SSH.

2. Runthe following command to pull an image

from the image repository.

Solution docker pull <SImage_Path>

3. Check whether the network can be connected.

4. If the network cannot be connected and the
image cannot be pulled, we recommend that
you check whether the image repository itself is
operating normally.

2.1.12.2.20. check-app-status

This topic describes how to troubleshoot exceptions that occur when the check-app-status inspection
case is executed.

Inspection item APPINSTANCE_STATUS

The following table describes the information related to the APPINSTANCE STATUS inspection item.
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ltem Description
Product Basic
Inspection level Critical

This inspection item is used to check whether

Inspection description . .
appinstance is in the normal state.

Possible cause The backend service is faulty.

Impact scope The corresponding application feature is abnormal.

1. Log onto the corresponding master node by
using SSH to go to the arkshoot environment.

2. Runthe following command to query the ID of
the workflow:

argo list -nark-system|grep <$
Application name
>

3. Runthe following command to identify the
cause of the deployment failure:

argo get -nark-system <$
Workflow ID
Solution >

4. Handle an exception based on the identified
cause.

5. If you suspect that the deployment fails due to
network issues, run the following command to
modify the applnstance.spec.Orderld
parameter:

kubectl edit appinstance -nark-system <$
Application name

>

The workflow is automatically retried for
deployment.

Inspection item APPSET_STATUS

The following table describes the information related to the APPSET_STATUS inspection item.
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ltem Description
Product Basic
Inspection level Critical

This inspection item is used to check whether

Inspection description L
appset is in the normal state.

Possible cause The backend service is faulty.

Impact scope The corresponding application feature is abnormal.
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ltem Description

1. Find the failed appinstance in the appset, and
check the failure logs of the workflow that
corresponds to the appinstance.

o |f the deployment fails due to network
issues, modify the applnstance.spec.Orderld
parameter toredeploy the appinstance.

o If code errors occur, contact Alibaba Cloud
technical support.

2. Runthe following command to query the
applnstance that is in the NotReady state.

kubectl get appinstance -nark-system -
lapps.mwops.alibaba-inc.com/appset-
name=ark

3. Log onto the corresponding master node by
using SSH to go to the arkshoot environment.

4. Runthe following command to query the ID of
the workflow:

argo list -nark-system|grep <$
Application name
>

Solution

5. Runthe following command to identify the
cause of the deployment failure:

argo get -nark-system <$
Workflow ID

>

6. Handle an exception based on the identified
cause.

7. If you suspect that the deployment fails due to
network issues, run the following command to
modify the applnstance.spec.Orderld
parameter:

kubectl edit appinstance -nark-system <$
Application name

>

The workflow is automatically retried for
deployment.

2.1.12.2.21. check-prometheus
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This topic describes how to troubleshoot exceptions that occur when the check-prometheus inspection
case is executed.

Inspection item PrometheusWalCheck

The following table describes the information related to the PrometheuswalCheck inspection item.

ltem Description

Product tianjimon

Inspection level Critical

Inspection description This inspection item is used to check whether the

WAL files in Prometheus surges.

The f f indi ing is high, which
Possible cause e frequency of indicator reporting is high, whic
results in increasing pressure.

Impact scope Promethues is unstable for monitoring.
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Item

Solution

Description

1. Log onto the corresponding master node by
using SSH and go to the command-line
terminal.

2. Save the following code as the run.sh script.

ret=1 while [ Sret !=01]; do kubectl exec-n
monitoring prometheus-tianjimon-
prometheus-prome-prometheus-0 -c
prometheus -- sh -c'ls wal>/dev/null’
ret=$? sleep 1 done kubectl exec-n
monitoring prometheus-tianjimon-
prometheus-prome-prometheus-0 -c
prometheus -- sh -c 'find wal -type f -mmin
+180 -exec rm -rf {} \;' kubectl exec -n
monitoring prometheus-tianjimon-
prometheus-prome-prometheus-0 -c
prometheus -- sh -c 'find *.tmp -typed -
mtime +14 -exec rm -rf {} ;'

kubectl exec -n monitoring prometheus-
tianjimon-prometheus-prome-prometheus-0 -c
prometheus -- sh -c 'ls wal >/dev/null' ret=$?
sleep 1 done kubectl exec -n monitoring
prometheus-tianjimon-prometheus-prome-
prometheus-0 -c prometheus -- sh -c 'find wal
-type f -mmin +180 -exec rm -rf {} \;' kubectl
exec -n monitoring prometheus-tianjimon-
prometheus-prome-prometheus-0 -c
prometheus -- sh -c 'find *.tmp -type d -mtime
+14 -exec rm -rf {} \;'

3. #fTrun.shiiz,

sh run.sh
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3.0perations of basic cloud
products

3.1. ApsaraDB RDS
3.1.1. Architecture
3.1.1.1. System architecture

3.1.1.1.1. Backup system

ApsaraDB RDS can back up databases at any time and restore themto a specific point in time based on
the backup policy, which makes the data more traceable.

Automatic backup

ApsaraDB RDS for MySQL supports both physical and logical backups.

You can flexibly configure the backup start time within of f-peak hours. All backup files are retained for
seven days.

Temporary backup

You can create temporary backup files when necessary. Temporary backup files are retained for seven
days.

Log management

ApsaraDB RDS for MySQL generates binlogs that you can download for local incremental backup.

Instance cloning

A cloned instance is a new instance whose data and settings are the same as those of the primary
instance. T his feature allows you to restore data of the primary instance or create multiple instances
that are the same as the primary instance.

3.1.1.1.2. Monitoring system

ApsaraDB RDS provides multi-dimensional monitoring services across the physical, network, and
application layers to ensure business availability.

Performance monitoring

ApsaraDB RDS provides nearly 20 metrics for system performance monitoring, such as disk capacity,
input/output operations per second (IOPS), connections, CPU utilization, network traffic, transactions
per second (TPS), queries per second (QPS), and cache hit rate. You can obtain the running status
information of instances within the past year.

SQL auditing
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The systemrecords the SQL statements and related information sent to ApsaraDB RDS instances, such
as the connection IP address, database name, access account, execution time, and number of records
returned. You can use SQL auditing to locate problems and check instance security.

Threshold alerts

ApsaraDB RDS provides alert SMS notifications in the event of exceptions in instance status or
performance.

These exceptions include instance locking, disk capacity, IOPS, connections, and CPU. You can configure
alert thresholds and up to 50 alert contacts (of which five are effective at a time). When an instance
exceeds the threshold, an SMS notification is sent to the alert contacts.

Web operation logs
The systemrecords all modification operations in the ApsaraDB RDS console for administrators to check.

These logs are retained for up to 30 days.

3.1.1.1.3. Control system

If a host orinstance stops responding, it switches services over within 30 seconds after the high-
availability (HA) component detects an exception. This ensures that applications run normally.

3.1.1.1.4. Task scheduling system

You can use the ApsaraDB RDS console or APl operations to create and delete instances, or switch
instances between the internal network and Internet. All instance operations are scheduled, traced, and
displayed as tasks.

3.1.2. Log on to the Apsara Uni-manager
Operations Console

Prerequisites

e The endpoint of the Apsara Uni-manager Operations Console and the username and password used
to log onto the console are obtained fromthe deployment personnel or an administrator.

The URL of the Apsara Uni-manager Operations Console is in the following format: region-
id.ops.asconsole.intranet-domain-id.com.

e A browser is available. We recommend that you use Google Chrome.

Procedure

1. Open your browser.

2. Inthe address bar, enterthe URL (region-id.ops.asconsole.intranet-domain-id.com). Then, press the
Enter key.
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@ Note Youcanselect a language fromthe drop-down list in the upper-right corner of the
page.

3. Enteryour username and password.

@ Note Obtainthe username and password used to log on to the Apsara Uni-manager
Operations Console fromthe deployment personnel or an administrator.

When you log on to the Apsara Uni-manager Operations Console for the first time, you must
change the password of your username.

For security reasons, your password must meet the following requirements:
o The password contains uppercase and lowercase letters.

o The password contains digits.

o The password contains special characters such as exclamation points (!), at signs (@), number
signs (#), dollar signs ($), and percent signs (%).

o The password must be 10 to 20 characters in length.

4. ClickLog On.

3.1.3. Manage instances

This topic describes how to manage ApsaraDB RDS instances. You can view instance details, logs, and
user information.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.

2. Inthe top navigation bar, click O&M. In the left-side navigation pane, choose Product
Management > RDS.

3. OntheInstance Management tab of the RDS page, you can performthe following operations:

o View instances

View the instances that belong to your account on the Instance Management tab, as shownin
Instances.

Inct Aanrac
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nioltunIee o

CcPU

Insiance Name

Availa...

o View instance details

Perfor

QpPs
Perfor.

10PS
Perfor.

Instance

Conne... Status

Disk
Usage

Creating

Using

Datab.
Type

Actions
mysql

redis

Clickthe ID of aninstance to view its details, as shown in Instance details. You can switch your
service between primary and secondary instances and query history operations on this page.

@ Note

We recommend that you do not perform forced switchover, because it may

result in data loss if data is not synchronized between the primary and secondary instances.

Instance details

Instance Information

Instance Name: m
Active-Standby Delay: 0
Connections: 0

Trafiic

Client Instance Level: P4
Database Version: 5.6

Cluster
Network Details of Instance Host

Host IP Addresses:

VIP IB_ID List of SLE:

Network Details of Instance-Attached Host

Host IP Addresses:

VIP IB_ID List of SLE:

Primary/Secondary Switch

View user information

Query History

CPU Performance:
QPS Performance:
IOPS Performan
Aclive Threads: 0
Instance Status:
Link Type: Ivs

Created Al

Proxies:

ECS-yped Dedicated Host of Client Instance: No

Proxies:

EC3-typed Dedicated Host of Client Instance: No

Click User Information in the Actions column corresponding to an instance, as shown in User

information.

User information

User Information ‘D

Usar Informaton;
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o Create backups

For ApsaraDB RDS for MySQL instances, click Create Backup inthe Actions columnto view the
backup information, as shown in Backup information. You can also click Create Single
Database Backup on the Backup Information page to back up a single database.

Backup information

Backup ID:

Instance Name:

Backup Switch: On

Retention Days: Estimated Time:
Database List es Backup Time:

Backup Status: Next Backuj

Backup Method 3ackup Backup Typs: Full

Secondary Server IP: IDC:

Backup Start At - Backup Uploading Start At -
Backup Source: y Log Uploading Start At Se
Backup Compression: Tabl

Backup Period: o7 Monday o Tuesday o Wednesday & Thursday o Friday o Saturday o Sunday
Note:

Create Single Database Backup

3.1.4. Manage hosts

This topic describes how to view and manage hosts.

Procedure

1. Log onto the Apsara Uni-manager Operations Console.
2. Inthe left-side navigation pane, choose Product Management > RDS.

3. Onthe Host Management tab of the RDS page, you can view information of all hosts.
Instance Ma nage: ment

Normal offine

Normal

cn-gingd

Normal offline

4. Click a hostname to go to the RDS Instance page. You can view all instances on this host.
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| RDS Instance *3

3.1.5. Security maintenance

3.1.5.1. Network security maintenance
Network security maintenance consists of device and network security maintenance.

Device security
Check network devices and enable their security management protocols and configurations of devices.
Checkfortimely updates to secure versions of network device software.

For more information about the security maintenance method, see the device documentation.

Network security

Based on your network considerations, select the intrusion detection system (IDS) or intrusion
prevention system (IPS) to detect abnormal Internet and Intranet traffic and protect against attacks.

3.1.5.2. Account password maintenance

Account passwords include RDS system passwords and device passwords.

To ensure account security, you must periodically change the system and device passwords, and use
passwords with high complexity.

> Document Version: 20210719 352



Operations and Maintenance Guide-
Appendix

4.Appendix
4.1. Operation Access Manager (OAM)
4.1.1. Introduction to OAM

This topic describes the features and permission model of Operation Administrator Manager (OAM).

Overview

OAMi s a centralized permission management platformin the Apsara Uni-manager Operations Console.
OAM uses a simplified role-based access control (RBAC) model. Administrators can use OAMto assign
roles to O&M personnel who are then granted the corresponding operation permissions on 0&M
systems.

OAM permission model

In RBAC, administrators do not directly grant system operation permissions to users. Instead, they create
arole set that can be associated with sets of users and permissions. Each role has a set of permissions.
When a role is assigned to a user, the user is granted all the operation permissions of that role. T his way,
administrators only need to assign a role to the user when they create the user, eliminating the need to
grant permissions to the user. In addition, changes in role permissions occur less often than changes in
user permissions, which leads to simplified user permission management and reduced system overheads.

The following figure shows the OAM permission model.

OAM permission model

permission assignment

user assignment

Subject B |
Resource
USer |

|| RoleCell

Role

Group I
| Actionbet

4.1.2. Usage instructions

Before you use OAM, you must understand the following basic terms about permission management.

subject

The operators of the access control system. OAM has two types of subjects: user and group.

user
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The administrators and operators of 0&M systems.

group
A collection of users.
role

The core of the role-based access control (RBAC) system.

Typically, a role can be regarded as a collection of permissions. One role can include multiple role cells
orroles.

role hierarchy

In OAM, one role can include other roles to formrole hierarchy.

role cell

The specific description of a permission. A role cell consists of resources, action sets, and grant options.

resource

The description of an authorized object. For more information about the resources of 0&M platforms,
see Operation permissions on O&M platforms.

action set

The description of authorized actions. An action set can include multiple actions. For more information
about the actions of 0&M platforms, see Operation permissions on 0&M platforms.

grant option

The maximum number of grants in the cascaded grant, which is an integer greater than or equal to
zero. If the value is not zero, the permission can be granted. If the value is zero, the permission cannot
be granted.

For example, if Administrator A sets Grant Option to 5 when Administrator A grants a permission to
Administrator B, the permission can be granted another five times at most. When Administrator B grants
the permission to Administrator C, the value of Grant Option cannot be greaterthan 4. If Grant Option is
set to 0 when Administrator B grants the permission to Operator D, Operator D can only use the
permission but cannot grant it to others.

@ Note OAMdoes not support the cascaded revocation for cascaded grant. Therefore,
Administrator C and Operator D still have the permission even if the permission is revoked for
Administrator B.

4.1.3. Quick Start

By completing the steps in this guide, you will learn how to create and assign roles for O&M.

4.1.3.1. Log onto OAM

This topic describes how to log onto OAM.
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Prerequisites

e The endpoint of the Apsara Uni-manager Operations Console and the username and password used
to log onto the console are obtained fromthe deployment personnel or an administrator.

The URL of the Apsara Uni-manager Operations Console is in the following format: region-
id.ops.asconsole.int ranet-domain-id.com.

e A browser is available. We recommend that you use Google Chrome.

Procedure

1. Open your browser.

2. Inthe address bar, enter the URL (region-id.ops.asconsole.intranet-domain-id.com). Then, press the
Enter key.

@ Note Youcanselect a language fromthe drop-down list in the upper-right corner of the
page.

3. Enteryour username and password.

(@ Note Obtain the username and password used to log onto the Apsara Uni-manager
Operations Console fromthe deployment personnel or an administrator.

When you log on to the Apsara Uni-manager Operations Console for the first time, you must
change the password of your username.

For security reasons, your password must meet the following requirements:
o The password contains uppercase and lowercase letters.
o The password contains digits.

o The password contains special characters such as exclamation points (!), at signs (@), number
signs (#), dollar signs ($), and percent signs (%).

o The password must be 10 to 20 characters in length.
4. ClickLog On.

5. Inthe top navigation bar, click O&M. In the left-side navigation pane, choose Product
Management > Products. Inthe Apsara Stack O&M section, click OAM.
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4.1.3.2. Create a group
You can create user groups for centralized management.

Procedure
1. Logonto OAM.

2. Inthe left-side navigation pane, choose Group Management > Owned Groups.

3. Onthe Owned Groups page, click Create Group inthe upper-right corner. Inthe Create Group
dialog box, set Group Name and Description.

Create Group
Group Name: Ceeate Group
The group name is globally unigue.
Description:

4. Click Confirm.
Afterthe group is created, it is displayed on the Owned Groups page.

4.1.3.3. Add a group member

You can add members to an existing group to grant permissions to the group members in a centralized
manner.

Procedure

1. Log onto OAM.
2. Inthe left-side navigation pane, choose Group Management > Owned Groups.

3. Find the group whose name and description you want to modify and click Manage inthe Actions
column.

4. Inthe Group Member section, click Add Member in the upper-right corner.
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Add Member

Search: Logon Account N w Details

RAM User Account
Account Primary Key

5. Select a search mode, enter the corresponding information, and then click Det ails. Details of the
specified user are displayed.

Three search modes are available:

o RAM User Account: Enter a RAM user in the format of RAM user@Apsara Stack tenant account
ID to search for the RAM user.

o Account Primary Key: Search by using the unique ID of the Apsara Stacktenant account.

o Logon Account Name: Search by using the logon name of the Apsara Stacktenant account.
6. Click Add.
7. You can repeat the preceding steps to add multiple group members.

To remove a member from a group, clickRemove inthe Actions column corresponding to the
member.

4.1.3.4. Add a group role

You can add roles to an existing group.

Prerequisites

e Therole to be added is created. For more information, see Create a role.

e You are the owner of the group and the role.

Procedure

1. Log onto OAM.
2. Inthe left-side navigation pane, choose Group Management > Owned Groups.

3. Find the group whose name and description you want to modify and click Manage inthe Actions
column.

4. Inthe upper-right corner of the Role List section, click Add Role.
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Add Role

Role Name | | Role Name

Role Name Owned By Description
roledoam_
roledoam_
roledoam_
roledozam_
roledozm_
roledoam_
roledoam_
roledozm_

roledoam_

o o o o o o o 0o o o>

roledoam_

Total: 286 item(s), Per Page: 10 item(s) « < 26 28 B £

Expiration Time: 1 Month A

5. Search forroles by Role Name. Select one or more roles and set Expiration Time.
6. Click Confirm.

To remove a role from a group, find the role in Role List and clickRemove inthe Actions column.

4.1.3.5. Create arole
T his topic describes how to create arole.

Procedure

1. Logonto OAM.

2. Inthe left-side navigation pane, choose Role Management > Owned Roles.
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3. Onthe Owned Roles page, click Create Role in the upper-right corner.

Create Role
Role Name:
The role name is globally unigue.
Description:
Role Type: oaM hd

TEg . Edit Tag

4. Inthe Create Role dialog box, set Role Name, Description, and Role Type.
5. (Optional)Set tags forthe role. Tags can be used to search for roles.

i. ClickEdit Tag.

Edit Tags

MaFa: fin #a 71 Faac —an A ~—h racn a
Note: Up to 10 tags can be bound to each resource.

Add: | pavailable Tags Create

ii. Inthe Edit Tags dialog box, click Create.
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ii. Set Key and Value forthe tag and click Confirm.

Edit Tags

Add:  Available Tags  Key: Value: Cancel

iv. Repeat the preceding step to create more tags.
The created tags are displayed inside the dotted box.

v. Click Confirm to create the tags and exit the Edit Tags dialog box.

6. ClickConfirmto create the role.

4.1.3.6. Add an inherited role to a role

You can add inherited roles to a role to grant the permissions of the inherited roles to the role.

Prerequisites
You are the owner of the current role and the inherited role to be added.

For more information about how to query your owned roles, see Query roles.

Procedure
1. Logonto OAM.
In the left-side navigation pane, choose Role Management > Owned Roles.
Find the role to which you want to add an inherited role and click Manage in the Actions column.

Onthe Role Information page, clickthe Inherited Role tab.

oA wenN

Click Add Role. Inthe Add Role dialog box, search for roles by Role Name. Select one or more
roles.
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6.

Add Role

Role Name | | Role Name

Role Name Owned By Description
roledoam_

roledoam_ u

roledoam_

roledoam_

roledoam_
roledoam_
roledoam_

roledoam_

O
O
O
O
g
O  roledoam,
a
a
a
O
O

roledoam_

Total: 286 item(s), Per Page: 10 item(s) & < 27 n 20 » P
O

Click Confirm.

4.1.3.7. Add aresource to arole

You must add resources to a created role.

Procedure

1.

ok wnN

Log onto OAM.

In the left-side navigation pane, choose Role Management > Owned Roles.

Find the role to which you want to add a resource and click Manage in the Actions column.
Onthe Role Information page, click the Resource List tab.

Click Add Resource.

361
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Add Resource

BID: *
Product: *
Resource Path: *
Actions: read,
write

Use "," to split actions. For example, write,\n read.

Available 0
Authorizations:

Description:
Resource: T

6. Inthe Add Resource dialog box, configure the parameters. For more information, see Parameters.

Parameters
Parameter Description
BID The deployment region ID.
The cloud service to be added. Example: rds.
Product @ Note The cloud service name must be lowercase. For
example, enter rds instead of RDS.
The resources of the cloud service. For more information about resources
Resource Path of the O&M platforms, see Operation permissions on O&M
platforms.
An action set, which can contain multiple actions.
Actions For more information about actions on the O&M platforms, see

Operation permissions on O&M platforms.
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Parameter Description
The maximum number of grants in cascaded grant, which must be an

Available integer greater than or equal to zero. If the value is not zero, the

Authorizations permission can be granted. If the value is zero, the permission cannot be
granted.

Description The description of the resource.

7. ClickAdd.

4.1.3.8. Assign a role to authorized users

You can assign an existing role to users or user groups.

Prerequisites

The corresponding users or user groups are created. Users are created in the Apsara Uni-manager
Operations Console. For more information about how to create a user group, see Create a group.
Procedure

1. Log onto OAM.
In the left-side navigation pane, choose Role Management > Owned Roles.
Find the role that you want to assign to a user and click Manage in the Actions column.

On the Role Information page, click the Authorized Users tab.

vk wN

Click Add User in the upper-right corner.

Add User

Search: Group Name v Details

Expiration Time: 1 Month hd

6. Select a search mode and enter corresponding information to search for the user to which you
want to assign the role.

Four search modes are available:

o RAM User Account: Enter a RAM user in the format of RAM user@Apsara Stack tenant account |
Dto search forthe RAM user.

o Account Primary Key: Search by using the unique ID of the Apsara Stacktenant account.

o Logon Account Name: Search by using the logon name of the Apsara Stacktenant account.
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o Group Name: Search by group name.

@ Note Youcansearchfora single user or user group. For more information about how to
create a user group, see Create a group.

7. Set Expiration Time.

When the specified expiration time is due, the user no longer has the permissions of the role. To
grant permissions to the user again, clickRenew in the Actions column corresponding to the
authorized user onthe Authorized Users tab to modify the expiration time.

8. Click Add to assign the role to the user.

To cancel the authorization, clickRemove in the Actions column corresponding to the authorized
user on the Authorized Users tab.

4.1.4. Manage groups

Group management allows you to view, modify, and delete groups.

4.1.4.1. Modify group information

Afteryou create a group, you can modify the group name and description on the Group Information
page.
Procedure

1. Logonto OAM.
2. Inthe left-side navigation pane, choose Group Management > Owned Groups.

3. Find the group whose name and description you want to modify and clickManage inthe Actions
column.

4. Onthe Group Information page, clickModify in the upper-right corner.
5. Inthe Modify Group dialog box, modify the group name and description.
6. Click Confirm.

4.1.4.2. View group role details

You can view the information about inherited roles, resource list, and inheritance tree of a group role.

Prerequisites

A role is added to the group.

Procedure

1. Logonto OAM.
In the left-side navigation pane, choose Group Management > Owned Groups.
Find the group and clickManage inthe Actions column.

InRole List section, click Details in the Actions column corresponding to the role.

oA wnN

Onthe Role Information page, performthe following operations:
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o Clickthe Inherited Role tab to view the information about the inherited roles of the role.

To view the detailed information of an inherited role, click Det ails in the Actions column
corresponding to the inherited role.

o Clickthe Resource List tab to view the resource information of the role.
For information about how to add resources to this role, see Add a resource to a role.

o Clickthe Inheritance Tree tab to view the basic information and resource information of the
role and its inherited roles by using the inheritance tree on the left.

4.1.4.3. Delete a group
You can delete a group that is no longer needed.

Prerequisites

The group to be deleted does not contain members.

Procedure

1. Log onto OAM.
2. Inthe left-side navigation pane, choose Group Management > Owned Groups.

3. Find the group that you want to delete and clickRemove inthe Actions column. In the message
that appears, click OK.

4.1.4.4. View authorized groups
You can view the groups to which you are added on the Authorized Groups page.

Context

You can view only the groups to which you belong, but cannot view groups of other users.

Procedure

1. Logonto OAM.
2. Inthe left-side navigation pane, choose Group Management > Authorized Groups.

3. Onthe Authorized Groups page, view the name, owner, description, and modification time of the
group to which you belong.

4.1.5. Manage roles

Role management allows you to view, modify, transfer, and delete roles.

4.1.5.1. Query roles
You can view your owned roles on the Owned Roles page.

Procedure

1. Logonto OAM.

2. Inthe left-side navigation pane, choose Role Management > Owned Roles.
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3. Enter arole name in the Role Name search box and click Search to search for roles that meet the
search condition.

@ Note If the role that you want to search for has atag, you can click Tag and select a
tag key to search forthe role based on the tag.

Owned Roles

Show By Role Owner: | Current User v Role Name m
BT

4.1.5.2. Modify role information
Afteryou create arole, you can modify the role information.

Procedure

1. Log onto OAM.

In the left-side navigation pane, choose Role Management > Owned Roles.

Find the role whose information you want to modify and clickManage inthe Actions column.
On the Role Information page, clickModify in the upper-right corner.

In the Modify Role dialog box, set Role Name, Description, Role Type, and Tag.

S U S

Click Confirm.

4.1.5.3. View the role inheritance tree

You can view the role inheritance tree to learn about the basic information and resource information of
arole and its inherited roles.

Procedure
1. Logonto OAM.
2. Inthe left-side navigation pane, choose Role Management > Owned Roles.
3. Find the role whose information you want to modify and click Manage in the Actions column.
4. Onthe Role Information page, clickthe Inheritance Tree tab.

View the basic information and resource information of the role and its inherited roles by using the
inheritance tree onthe left.

Inherited Role  Resourcelist | Authorized Users | Inheritance Tree

Role Name: tesla_operator Role Type: OAM

Ovined By: Modified At: Jun 24, 2020, 1:58:44 AM

Description: teslz operator

Tag
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4.1.5.4. Transfer arole

You can transfer a role to other users or groups based on your business requirements.

Procedure

1.
2.
3.

6.

Log onto OAM.
In the left-side navigation pane, choose Role Management > Owned Roles.

On the Owned Roles page, set the search conditions and search for the roles that you want to
transfer.

. Select one or more roles in the search results and click Transfer in the lower-left corner.

. Inthe Transfer dialog box, select a search mode, enter the corresponding information, and then

click Det ails. Details of the user or group are displayed.
Four search modes are available:

o RAM User Account: Enter a RAM user in the format of RAM user@Apsara Stack tenant account
ID to search for the RAM user.

o Account Primary Key: Search by using the unique ID of the Apsara Stacktenant account.
o Logon Account Name: Search by using the logon name of the Apsara Stacktenant account.

o Group Name: Search by group name.

Transfer

Search: Group Mame v Details

Account Primary Key
Logon Account Name
Group Name

ClickTransfer.

4.1.5.5. Delete arole

You can delete roles that are no longer needed.

Prerequisites

The role to be deleted does not contain inherited roles, resources, or authorized users.

Procedure

1.
2.
3.

Log onto OAM.
In the left-side navigation pane, choose Role Management > Owned Roles.

Find the role that you want to delete and click Delete in the Actions column. In the message that
appears, click OK.

367
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4.1.5.6. View assigned roles

You can view the roles assigned to you and the permissions granted to the roles.

Procedure

1.
2.
3.

Log onto OAM.
In the left-side navigation pane, choose Role Management > Authorized Roles.

Onthe Authorized Roles page, you can view the name, owner, description, modification time,
and expiration time of each role assigned to you.

You can also click Det ails inthe Actions column corresponding to a role to view the inherited
roles, resources, and inheritance tree of the role.

4.1.5.7. View all roles

You can view all the roles in OAM on the All Roles page.

Procedure

1.
2.
3.

Log onto OAM.
In the left-side navigation pane, choose Role Management > All Roles.
Onthe All Roles page, view all the roles in the system.

You can search forroles by Role Name.

. Click Details inthe Actions column corresponding to a role to view the inherited roles, resources,

and inheritance tree of the role.

4.1.6. Search for resources

You can search for resources to view the roles to which the resources are assigned.

Procedure

1.
2.
3.

Log onto OAM.
In the left-side navigation pane, click Search Resource.

Set Resource and Action, and clickSearch to search for the roles that meet the specified
conditions.

. Click Details in the Actions column corresponding to a role to view the inherited roles, resources,

and inheritance tree of the role.

4.1.7. View personal information

You can view the personal information of the current user on the Personal Information page and test
the user permissions.
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Procedure

1. Log onto OAM.
2. Inthe left-side navigation pane, click Personal Information.
3. Inthe Basic Information section, view the username, type, creation time, AccessKey ID, and

AccessKey secret of the current user.

Personal Information

Username:
Type: User Created At: Mar 1, 2021, 8:25:21 PM
AccessKey ID: Accesskey Secret: Show

@ Note You can click Show or Hide to show or hide the AccessKey secret.

4. Inthe Test Permission section, check whether the current user has a specific permission.

i. Enterthe resource information in the Resource field.

@ Note Usethe English input method when you enter values in the Resource and
Action fields.

ii. Enterthe permissions such as create, read, and write in the Action field. Separate multiple
permissions with commas (,).

4.1.8. Default roles and permissions

4.1.8.1. Default roles and their functions

This topic describes the default roles in Operation Access Manager (OAM) and their functions.

4.1.8.1.1. Default role of OAM

This topic describes the default role of Operation Access Manager (OAM) and the corresponding
available authorizations.

. . Available
Role name Role description Resource Actions .
authorizations
An administrator
with root o * 10
permissions

Super
administrator
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4.1.8.1.2. Default roles of Apsara Infrastructure

Management Framework

This topic describes the default roles of Apsara Infrastructure Management Framework and the
corresponding grant options.

Apsara Infrastructure Management Framework is a distributed data center management system. It can
manage applications within clusters that include multiple machines and provide basic features such as
deployment, upgrade, scale-in, scale-out, and configuration change.

The following table describes the default roles of Apsara Infrastructure Management Framework and
the corresponding grant options.

Role Description Resource Action Grant option

Has the read-only
permission on
Apsara
Infrastructure
Management
Framework
projects, which *:tianji: projects ["read"] 0
allows you to
view the
configurations
and statuses of
all projects and
clusters.

Tianji_Project
read-only

Has all the
permissions on
Apsara
Infrastructure
Management
Framework
projects, which *:tianji: projects ["*"] 0
allows you to
view and modify
the configurations
and statuses of
all projects and
clusters.

Tianji_Project
administrator
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Role Description Resource Action Grant option

Has the read-only
permission on
Apsara
Infrastructure
Management

Tianji_Service Framework

read-only services, which
allows you to
view the
configurations
and templates of
all services.

*:tianji:services ["read"] 0

Has all the
permissions on
Apsara
Infrastructure
Management

Tianji_Service Framework

administrator services, which
allows you to
view and modify
the configurations
and templates of
all services.

*:tianji:services ["*"] 0

Has all the
permissions on
Apsara
Infrastructure
Management
Framework data *:tianjizidcs ["*"] 0
centers, which
allows you to
view and modify
the data center
information.

Tianji_IDC
administrator

Has all the
permissions on
Apsara
Infrastructure
Management
Framework, which
Tianji allows you to
administrator perform
operations on all
Apsara
Infrastructure
Management
Framework
configurations.

*:tianji ["*"] 0
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4.1.8.1.3. Default roles of Tianjimon

This topic describes the default roles of Tianjimon and the corresponding grant options.

Tianjimon is the monitoring module of Apsara Infrastructure Management Framework and monitors the
physical machines and services deployed based on Apsara Infrastructure Management Framewaork.

The following table describes the default roles of Tianjimon and the corresponding grant options.
Role Description Resource Action Grant option

Has all the
permissions on
Tianjimon, which
Tianjimon O&M allows you to 26842:tianjimon:* ["*"] 0
perform basic
monitoring and
O&M operations.

4.1.8.1.4. Default roles of the Apsara Uni-manager

Operations Console

This topic describes the default roles of the Apsara Uni-manager Operations Console and the
corresponding grant options.

The Apsara Uni-manager Operations Console is a centralized 0&M management systemthat is
developed for the Apsara Stack O&M personnel to perform centralized O&M operations.

The following table describes the default roles of the Apsara Uni-manager Operations Console and the
corresponding grant options.

Role Description Resource Action Grant option
*:aSO:api_ " won N
. ["read","write"] 0
adapter:
*:aso:auth:* ["read"] 0
*:aso:backup:* ["read","write"] 0
*:aso:cmdb:* ["read","write"] 0
*:aso:doc:* ["read","write"] 0
*:aso:fullview:* ["read","write"] 0
Has the *:aso:init:* ["read","write"] 0
permissions to
manage platform *:aso:inventory:* ["read","write"] 0
System .
nodes, physical

administrator of
the Apsara Uni-
manager
Operations

devices, and *:aso:itil:* ["read","write"] 0
virtual resources,
back up, restore,

AnA mmiAratA
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Console anu rnyiracce
Role pesdriptidata, and Resource Action Grant option
query and back up
system logs. *:aso:lock:* ["read","write"] 0
*:as0:physical:* ["read","write"] 0
*:aso:psm:* ["read","write"] 0
*:aso:scm:* ["read","write"] 0
*:as0:serviceWhit .
s ["read","write"] 0
elist:
*:aso:slalink:* ["read","write"] 0
*:aso:task:* ["read","write"] 0
Has the *:aso:auth:* ["read","write"] 0
permissions to
manage *:aso:plat- ['read" "write"] 0
) ) permissions, access:* ’
Security officer of cecurity polices
the Apsara Uni- yp !
and network
manager .
. security, and
Operations )
review and
Console . *:aso:twoFactorA " W
analyze security uth:* ["read","write"] 0
logs and activities )
of security
auditors.
Has the *:aso:audit:* ["read","write"] 0
. . permissions to
Security auditor of )
y ) audit, track, and *:aso:auth:* ["read"] 0
the Apsara Uni-
analyze the
manager L
) activities of the
Operations . ) .
Console system :aso:serviceWhit ["read"] 0
administrator and elist:*
security officer.
*:as0:api-
"read" 0
adapter:* [ ]
*:aso:backup:* ["read"] 0
*:aso:cmdb:* ["read"] 0
*:aso:doc:* ["read"] 0
*:aso:fullview:* ["read","write"] 0
Has the. *:aso:init:* ["read"] 0
permissions to
Product 0&M perform O&M *:aso:inventory:* ["read","write"] 0
. operations such
officer of the a< data import
Apsara Uni- P *:aso:itil:* ["read"] 0
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Iariayci

Rplerations
Console

Common 0&M
officer of the
Apsara Uni-
manager
Operations
Console

Duty observer of
the Apsara Uni-
manager
Operations
Console

modification,
ORI Son,
upgrade, and
troubleshooting
coordination.

Has the
permissions to
perform daily
health checks and
query service
status, inventory
information, and
product usage.

Has the
permissions to
view and monitor
the dashboard
and monitor
system alerts.

Resource

*.:aso:lock:*

*

:aso:physical:*

:aso:psm:*

*:aso0:scm:*

*

:aso:slalink:*
*:aso:task:*

*:as0:api-

adapter:*
*:aso:backup:*
*:aso:cmdb:*
:aso:doc:*
*:aso:fullview:*
*:as0:init:*
:aso:inventory:*
*:aso:itil:*
*:aso:lock:*
*:as0:physical:*
*:aso:psm:*
:aso:scm:*
*:aso:slalink:*

;aso:task:*

*.aso:doc:*

*

:aso:fullview:*

4.1.8.1.5. Default roles of PaaS

Action

["read"]

["read","write"]

['read"]

["read"]

["read"]

["read"]

["read"]

['read"]

["read"]

["read"]

["read"]

["read"]

["read","write"]

["read"]

["read"]

["read","write"]

["read"]

['read"]

["read"]

["read"]

["read"]

['read"]

Grant option
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This topic describes the default roles of the Platform as a Service (PaaS) console and the corresponding

grant options.

The PaaS console is an 0&M platform designed for the PaaS platform and products, and is used to
view, manage, and upgrade the products deployed on the Paas platform.

The following table describes the default roles of the PaaS console and the corresponding grant

options.
Role Description

. Has all the
PaaS_Operation M

anager

permissions on
the PaaS console.

Resource

*:paas-ops:*

Grant option

4.1.8.2. Operation permissions on O&M platforms

This topic describes the operation permissions on O&M platforms.

4.1.8.2.1. Permissions on Apsara Infrastructure

Management Framework

This topic describes the operation permissions on Apsara Infrastructure Management Framework.

Resource

*:tianji:services:
[sname]:tjmontemplates:
[tmplname]

*:tianji:services:
[sname]:tjmontemplates:
[tmplname]

*:tianji:services:
[sname]:templates:[tmplname]

*:tianji:services:
[sname]:templates:[tmplname]

*:tianji:services:
[sname]:serviceinstances:
[siname]:tjmontemplate

*:tianji:services:
[sname]:serviceinstances:
[siname]:tssessions

*:tianji: services:
[sname]:serviceinstances:
[siname]:template

Operation

delete

write

write

delete

read

terminal

write

Description

Deletes a monitoring template.

Creates a monitoring template.

Creates a service template.

Deletes a service template.

Obtains a monitoring template.

Creates a remote service.

Updates a service template
reference.
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Resource

*:tianji:services:
[sname]:serviceinstances:
[siname]:template

*:tianji:services:
[sname]:serviceinstances:
[siname]:template

*:tianji:services:
[sname]:serviceinstances:
[siname]:tags:[tag]

*:tianji:services:
[sname]:serviceinstances:
[siname]:tags:[tag]

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:resources

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:[machine]

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:[machine]

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:[machine]

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines

Operation

delete

read

delete

write

read

write

read

delete

read

delete

write

Description

Deletes a service template.

Obtains a service template.

Deletes a service template tag.

Adds a service template tag.

Obtains a service resource.

Modifies a machine.

Obtains a machine.

Deletes a machine.

Obtains a machine role.

Batch deletes machines.

Modifies a machine role.
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Resource Operation Description

*:tianji:services:
[sname]:serviceinstances:
[siname]:serverroles:
[serverrole]:apps:[app]:resources

read Obtains a service resource.

*:tianji:services:

[sname]:serviceinstances:

[siname]:serverroles: Obtains Apsara Infrastructure
[serverrole]:apps: read Management Framework logs.
[app]:machines:

[machine]:tianjilogs

*:tianji:services:
[sname]:serviceinstances: read Obtains a service role.
[siname]:serverroles

*:tianji:services:
[sname]:serviceinstances: write Sets a service specification.
[siname]:schema

*:tianji:services:
[sname]:serviceinstances: delete Deletes a service specification.
[siname]:schema

*:tianji:services:
[sname]:serviceinstances: write Modifies an upgrade task.
[siname]:rollings:[version]

*:tianji:services:
[sname]:serviceinstances: read Lists upgrade tasks.
[siname]:rollings

*:tianji:services:
[sname]:serviceinstances: read Obtains an instance resource.
[siname]:resources

*:tianji:services:
[sname]:serviceinstances: read Obtains all the machine roles.
[siname]:machines:[machine]

*:tianji:services:
[sname]:serviceinstances: write Deploys a service instance.
[siname]

*:tianji:services:
[sname]:serviceinstances: read Obtains service configurations.
[siname]

*:tianji: services:
[sname]:serverroles: read Obtains a list of machine service
[serverrole]:machines: files.

[machine]:apps:[app]:files:name
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Resource

*:tianji: services:
[sname]:serverroles:
[serverrole]:machines:
[machine]:apps:
[app]:files:download

*:tianji:services:
[sname]:serverroles:
[serverrole]:machines:
[machine]:apps:
[app]:files:content

*:tianji:services:
[sname]:serverroles:
[serverrole]:machines:
[machine]:apps:[app]:filelist

*:tianji:services:
[sname]:serverroles:
[serverrole]:machines:
[machine]:apps:[app]:dockerlogs

*:tianji:services:
[sname]:serverroles:
[serverrole]:machines:
[machine]:apps:[app]:debuglog

*:tianji:services:
[sname]:serverroles:
[serverrole]:machines:
[machine]:apps

*:tianji:services:
[sname]:serverroles:
[serverrole]:apps:
[app]:dockerinspect

*:tianji:services:
[sname]:schemas:[schemaname]

*:tianji:services:
[sname]:schemas:[schemaname]

*:tianji:services:
[sname]:resources

*:tianji: services:[sname]
*:tianji: services:[sname]
*:tianji: projects:

[pname]: machinebuckets:
[bname]: machines:[machine]

Operation Description

Obtains the information about
read downloading a machine service
file.

Obtains the content of a machine
read

service file.
read Obtains a list of machine files.
read Obtains container logs.
Obtains machine debuggin
read . . 99ing
information.
read Obtains a list of machine services.
Obtains the information about a
read .
container.
write Modifies a service specification.
delete Deletes a service specification.
read Obtains a service resource.
delete Deletes a service.
write Creates a service.
read Obtains machine information.
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Resource Operation Description

*:tianji: projects:
[pname]: machinebuckets: read Obtains a list of machines.
[bname]: machines

*:tianji: projects:
[pname]: machinebuckets: write Creates a machine pool.
[bname]

*:tianji: projects:
[pname]: machinebuckets: write Modifies a machine pool.
[bname]

*:tianji: projects:
[pname]: machinebuckets: delete Deletes a machine pool.
[bname]

*:tianji: projects:
[pname]: machinebuckets: read Obtains a list of machines.
[bname]

[é::gléirr?:ccrtwisr;ebuckets read Obtains a list of machine pools.
*:tianji: projects:
[pname]: projects:
[pname]:clusters: terminal Updates a remote connection.
[cname]:tssessions:

[tssessionname]:tsses

*:tianji: projects:
[pname]: projects:
[pname]:clusters:
[cname]:tssessions

terminal Creates a remote connection.

*:tianji: projects:

[pname]:clusters: read Obtains a service monitoring
[cname]:serviceinstances: instance.
[siname]:tjmontemplate

*:tianji: projects:

[pname]:clusters: delete Deletes a service monitoring
[cname]:serviceinstances: instance.

[siname]:template

*:tianji: projects:
[pname]:clusters:

. write Sets a service template.
[cname]:serviceinstances:
[siname]:template
*:tianji: projects:
name]:clusters: . .
[p ] read Obtains a service template.

[cname]:serviceinstances:
[siname]:template
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Resource Operation

*:tianji: projects:
[pname]:clusters:

write
[cname]:serviceinstances:
[siname]:tags:[tag]
*:tianji: projects:
name]:clusters:
[p ] delete

[cname]:serviceinstances:
[siname]:tags:[tag]

*:tianji: projects:

[pname]:clusters:
[cname]:serviceinstances: read
[siname]:serverroles:
[serverrole]:resources

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:
[machine]:apps:[app]:files:name

read

*:tianji: projects:

[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles: read
[serverrole]: machines:

[machine]:apps:

[app]:files:download

*:tianji: projects:

[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles: read
[serverrole]:machines:

[machine]:apps:

[app]:files:content

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:
[machine]: apps:[app]:filelist

read

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:
[machine]:apps:[app]:dockerlogs

read

Description

Adds a service product tag.

Deletes a service product tag.

Obtains a role resource.

Obtains a list of machine service
files.

Obtains the information about
downloading a machine service
file.

Obtains the content of a machine
service file.

Obtains a list of machine files.

Obtains container logs.
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Resource

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:
[machine]:apps:[app]:debuglog

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:
[machine]:apps

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]: machines:[machine]

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:[machine]

*:tianji:projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines:[machine]

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]: machines

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:machines

Operation

read

read

read

write

delete

write

delete

read

Description

Obtains machine debugging
information.

Obtains a list of machine files.

Obtains role information.

Modifies machine role
information.

Deletes a machine role.

Modifies machine role
information.

Batch deletes machine roles.

Obtains the information about all
machine services.
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*:tianji: projects:

[pname]:clusters:
[cname]:serviceinstances: read
[siname]:serverroles:
[serverrole]:apps:[app]:resources

*:tianji: projects:

[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles: read
[serverrole]:apps:

[app]:machines:

[machine]:tianjilogs

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles:
[serverrole]:apps:
[app]:dockerinspect

read

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:serverroles

read

*:tianji:projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:schema

delete

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:schema

write

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]:resources

read

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]

delete

*:tianji: projects:
[pname]:clusters:
[cname]:serviceinstances:
[siname]

write

Description

Obtains a service resource.

Obtains Apsara Infrastructure
Management Framework logs.

Obtains information about the
container group.

Obtains a service instance role.

Deletes a service specification.

Sets a service specification.

Obtains an instance resource.

Deletes a service instance.

Creates a service instance.
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*:tianji: projects:
[pname]:clusters: read Obtains service instance
[cname]:serviceinstances: configurations.
[siname]
*:tianji: projects:
[pname]:clusters: write Modifies an upgrade task.
[cname]:rollings:[version]
*:tianji:projects: . .
. read Obtains a list of upgrade tasks.

[pname]: clusters:[cname]:rollings
*:tianji: projects:
[pname]:clusters: read Obtains a cluster resource.
[cname]:resources
*:tianji:projects: .

I-pro] write Sets a cluster quota.
[pname]:clusters:[cname]: quota
*:tianji: projects:
[pname]:clusters: read Obtains machine information.
[cname]:machinesinfo
*:tianji: projects:
[pname]:clusters: read Obtains all the machine roles.
[cname]:machines:[machine]
*:tianji: projects:
[pname]:clusters: write Configures a machine operation.
[cname]:machines:[machine]
*:tianji: projects:
[pname]:clusters: delete Deletes a machine operation.
[cname]:machines:[machine]
*:tianji: projects:
[pname]:clusters: write Modifies a machine cluster.
[cname]: machines
*:tianji: projects: Obtains a list of edition

et read .
[pname]:clusters:[cname]: difflist differences.
*:tianji: projects: Obtains the content of an edition
. read )

[pname]: clusters:[cname]: diff difference.
*:tianji: projects:

i-proj Obtains the content of a cluster
[pname]:clusters: read deplovment o
[cname]:deploylogs:[version] ploy g
*:tianji:projects: . .

Ji-proj Obtains a list of cluster
[pname]:clusters: read

deployment logs.
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*:tianji: projects:
[pname]:clusters:[cname]: builds:

[version]

*:tianji: projects:
[pname]: clusters:[cname]: builds

*:tianji: projects:
[pname]:clusters:[cname]

*:tianji: projects:
[pname]:clusters:[cname]

*:tianji: projects:
[pname]:clusters:[cname]

*:tianji: projects:
[pname]:clusters:[cname]

*:tianji: projects:[pname]
*:tianji: projects:[pname]
*:tianji:idcs:[idc]:rooms:
[room]:racks:[rack]:rackunits:
[rackunit]
*:tianji:idcs:[idc]:rooms:
[room]:racks:[rack]:rackunits:
[rackunit]
*:tianji:idcs:[idc]:rooms:
[room]:racks:[rack]:rackunits:

[rackunit]

*:tianjizidcs:[idc]:rooms:
[room]:racks:[rack]

*:tianji:idcs:[idc]:rooms:
[room]:racks:[rack]

*:tianji:idcs:[idc]:rooms:
[room]:racks:[rack]

*:tianji:idcs:[idc]:rooms:[room]
*:tianji:idcs:[idc]:rooms:[room]
*:tianji:idcs:[idc]:rooms:[room]

*:tianjizidcs:[idc]

Operation Description

Obtains the information about a

read build task.

read Obtains a list of build tasks.
write Modifies a cluster.

delete Deletes a cluster.

read Obtains cluster configurations.
write Deploys a cluster.

write Creates a project.

delete Deletes a project.

write Creates a slot.

write Sets slot properties.

delete Deletes a slot.

write Sets rack properties.

write Creates a rack.

delete Deletes a rack.

write Creates a room.

delete Deletes a room.

write Sets room properties.
delete Deletes a data center.
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*:tianjizidcs:[idc] write Sets data center properties.
*:tianji:idcs:[idc] write Creates a data center.

4.1.8.2.2. Permissions on Monitoring System of Apsara

Infrastructure Management Framework

This topic describes the operation permissions on Monitoring System of Apsara Infrastructure
Management Framework.

Resource Action Description

26842:tianjimon:monitor-

manage Monitoring and O&M
manage
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