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Legal disclaimer

Alibaba Cloud reminds you to carefully read and fully understand the terms and conditions of this

legal disclaimer before you read or use this document. If you have read or used this document, it

shall be deemed as your total acceptance of this legal disclaimer.

1. You shall download and obtain this document from the Alibaba Cloud website or other Alibaba
Cloud-authorized channels, and use this document for your own legal business activities only.
The content of this document is considered confidential information of Alibaba Cloud. You shall
strictly abide by the confidentiality obligations. No part of this document shall be disclosed or
provided to any third party for use without the prior written consent of Alibaba Cloud.

2. No part of this document shall be excerpted, translated, reproduced, transmitted, or disseminat
ed by any organization, company, or individual in any form or by any means without the prior
written consent of Alibaba Cloud.

3. The content of this document may be changed due to product version upgrades, adjustment
s, or other reasons. Alibaba Cloud reserves the right to modify the content of this document
without notice and the updated versions of this document will be occasionally released through
Alibaba Cloud-authorized channels. You shall pay attention to the version changes of this
document as they occur and download and obtain the most up-to-date version of this document
from Alibaba Cloud-authorized channels.

4. This document serves only as a reference guide for your use of Alibaba Cloud products and
services. Alibaba Cloud provides the document in the context that Alibaba Cloud products and
services are provided on an "as is", "with all faults" and "as available" basis. Alibaba Cloud
makes every effort to provide relevant operational guidance based on existing technologies
. However, Alibaba Cloud hereby makes a clear statement that it in no way guarantees the
accuracy, integrity, applicability, and reliability of the content of this document, either explicitly
or implicitly. Alibaba Cloud shall not bear any liability for any errors or financial losses incurred
by any organizations, companies, or individuals arising from their download, use, or trust in
this document. Alibaba Cloud shall not, under any circumstances, bear responsibility for any
indirect, consequential, exemplary, incidental, special, or punitive damages, including lost
profits arising from the use or trust in this document, even if Alibaba Cloud has been notified of
the possibility of such a loss.

5. By law, all the contents in Alibaba Cloud documents, including but not limited to pictures,
architecture design, page layout, and text description, are intellectual property of Alibaba Cloud
and/or its affiliates. This intellectual property includes, but is not limited to, trademark rights,

patent rights, copyrights, and trade secrets. No part of this document shall be used, modified,



reproduced, publicly transmitted, changed, disseminated, distributed, or published without the
prior written consent of Alibaba Cloud and/or its affiliates. The names owned by Alibaba Cloud
shall not be used, published, or reproduced for marketing, advertising, promotion, or other
purposes without the prior written consent of Alibaba Cloud. The names owned by Alibaba
Cloud include, but are not limited to, "Alibaba Cloud", "Aliyun", "HiChina", and other brands of
Alibaba Cloud and/or its affiliates, which appear separately or in combination, as well as the
auxiliary signs and patterns of the preceding brands, or anything similar to the company names
, trade names, trademarks, product or service names, domain names, patterns, logos, marks,
signs, or special descriptions that third parties identify as Alibaba Cloud and/or its affiliates.

6. Please contact Alibaba Cloud directly if you discover any errors in this document.
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Generic conventions

Table -1: Style conventions

Style Description Example
This warning information indicates a
situation that will cause major system Danger:
changes, faults, physical injuries, and Resetting will result in the loss of user
other adverse results. configuration data.
This warning information indicates a
''''' situation that may cause major system | &% Warning:
changes, faults, physical injuries, and | Restarting will cause business
other adverse results. interruption. About 10 minutes are
required to restore business.
This indicates warning information,
supplementary instructions, and other Note:
content that the user must understand. | Take the necessary precautions to
save exported data containing sensitive
information.
This indicates supplemental instructio
ns, best practices, tips, and other Note:
contents. You can use Ctrl + A to select all files.
> Multi-level menu cascade. Settings > Network > Set network type
Bold It is used for buttons, menus, page Click OK.
names, and other Ul elements.
Couri er |ltis used for commands. Runthecd /d C./w ndows command
f ont to enter the Windows system folder.
Italics |[Itisused for parameters and variables. |bae 1 og list --instanceid
I nstance_I D
[l or [a|b] It indicates that it is a optional value, i pconfig[-all]|-t]
and only one item can be selected.
{} or {alb} [Itindicates that it is a required value, switch{stand | slave}
and only one item can be selected.
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1 What is the Apsara Stack console?

The Apsara Stack console is a service capability platform that is based on the Alibaba Cloud
Apsara Stack platform and is customized for government and enterprise customers. This platform
focuses on improving IT management and solving operation problems for you, and is dedicated
to provide a service capability platform of industrial cloud computing. It provides large-scale and
cost-effective one-stop cloud computing and big data services for customers in many industries,

such as government, education, healthcare, finance, and enterprise.
Overview

The Apsara Stack console builds the government and enterprise Apsara Stack platform that
supports different business types, simplifies management and deployment of physical and virtual
resources, and helps you easily and rapidly establish your own business system with higher
resource utilization and lower Operation and Maintenance (O&M) costs. It shifts your attention
from operation and O&M to business, brings the Internet economic model to government and

enterprise customers, and builds a brand new ecological chain that is based on cloud computing.
Procedure
The main operations available in the Apsara Stack console are as follows:

+ Initialize the system: Complete the basic system configurations, such as creating departments
, projects, users, basic resources (Virtual Private Cloud (VPC) instances), alert contacts, and
contact groups.

» Create cloud resources: The administrator directly creates resources as required.

* Manage cloud resources: Manage resources, such as starting, using, and releasing resources,

and changing resource configurations and resource quotas.
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Figure 1-1: Procedure of the Apsara Stack console

Create users, departments, Create basic resources Create alert
and projects (VPC instance) contacts/groups

Create users, departments, Create users, departments,
and projects and projects
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2 Log on to the Apsara Stack console

This topic describes how to log on to the Apsara Stack console as cloud product users.

Prerequisites

Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l P addr ess or donai n nane

address of the Apsara Stack consol e/manage.

We recommend that you use the Chrome browser.

Procedure

1.
2,

Open your browser.

In the address bar, enter the access address of the Apsara Stack console in the format of

http://l P address or domai n name address of the Apsara Stack consol e/

manage, and then press Enter.

3. Enter the correct username and password.

The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (Ato Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).

4. Click LOGIN to go to the Dashboard page.



3 Web page introduction

The Web page of the Apsara Stack console consists of three areas: main menu bar, information

area of the current logon user, and operation area.

Figure 3-1: Apsara Stack console
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For more information about the functional areas of the Web page, see Table 3-1: Functional areas

of the Web page.

Table 3-1: Functional areas of the Web page

Area Description

1 Main menu bar |. pashboard: displays the resource overview and monitoring status
of each service in the Apsara Stack console.
« Console: manages the overall system and all resources.

It contains the following modules:

— Compute, Storage & Networking: manages all types of basic
cloud products and resources.

— Database: manages all types of database products and
resources.

— Big Data: manages all types of big data products and resources.

= Administration: manages the CloudMonitor, System Reports,
Operation Log, and Task Center of the system.

— Operations Center: manages resource allocation of the system.
— User Center: manages the departments, projects, roles, users,
and logon policies of the system.




Area Description

ol
|:| Note:
The menu bar varies with different roles. See your menu bar for
relevant functions.

2 Information
area of the

H: click this to select language.

current logon . F" : click this to display the history and most frequently
i

user
accessed menu items.

. : click this to go to the System Configuration page.

. : click this to go to the Help page.

« Click your avatar and select Personal Information to go to the
Personal Information page or select Log Off to log off of the
console.

On the Personal Information page, you can:

— View your basic information.
= Change your information.

— Change your avatar.

- Change your logon password.
— View the AccessKey.

— View the third-party AccessKey.

3 Operation area | Displays the function configuration page of the selected menu item.

You can go to any pages of cloud products and the system displays the Customize Menu in the
left-side navigation pane. Click the Customize Menu and configure your common menu items.

Click to expand and collapse the left-side navigation pane.
4



4 Configuration of system initialization

4.1 Configuration instruction
Before using the Apsara Stack console, the administrator must complete a series of basic
configurations, such as creating departments, roles, projects, users, and initializing resources

according to the configuration process.

The Apsara Stack console follows service principles to perform centralized management for users
, roles, departments, and projects related to cloud data centers, which allows you to grant different

resource access permissions to users.
* Department

After the Apsara Stack console is deployed, the system creates a root department by default.

You can create departments under the root department.

The departments are displayed hierarchically and you can create sub-departments under each
department.

* Role

A collection of access permissions. When creating users, you must assign different roles to
users to meet their access control requirements on the system.

* Project

A container where resources are stored. All resources must be created under a corresponding

project.

For the relationships among departments, users, projects, roles, and cloud resources, see

Relationships among departments, users, projects, roles, and cloud resources.



Figure 4-1: Relationships among departments, users, projects, roles, and cloud resources
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Table 4-1: Relationship table
Relationship Relationsh | Description
ip type

Department and
project

One to many

A department can have multiple projects, but each project can
only belong to one department.

Department and
user

One to many

A department can have multiple users, but each user can only
belong to one department.

resource

Project and Many to A user can have multiple projects, and a project can be

user many assigned to multiple users who belong to the same level-1
department.

User and role One to many | A user can have multiple roles, and a role can be assigned to
multiple users.

Project and One to many | A project can have multiple resources, but each cloud resource

can only belong to one project.

After initializing the system, the administrator initializes resources, creating cloud resources for

project members to use.
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4.2 Configuration process

This topic describes the initial configuration process of the system.

Before using the Apsara Stack console, the administrator must complete the initial configuration of

the system as shown in Figure 4-2: Initial system configuration process.

Figure 4-2: Initial system configuration process
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The administrator can create users and assign roles to users to meet their access control

requirements on the system.

. Create a project

Create a project before applying for resources.

. Add a project member

Add a user to a project.

. Configuration of alert notification

Configure the alert notification to allow alert contacts to receive alert notifications by email,

SMS, and DingTalk when alerts are triggered in real time.

. Create cloud resources

The administrator can create cloud product instances in the console of each cloud product
according to the project requirements. For more information, see the detailed introduction of all

cloud products.



5 Resource management

5.1 Quota management

5.1.1 Quota parameters

This topic introduces the quota parameters of products.

0SS

Parameter

Description

Total OSS Instances

Total number of buckets that you can configure
for Object Storage Service (OSS)

Total OSS Capacity (GB)

Total size of buckets that that you can
configure for OSS

ECS

Parameter

Description

Total CPU Quota (Cores)

Total number of CPU cores that you can
configure for Elastic Compute Service (ECS)
and the used cores

Total Memory Quota (GB)

Total memory size that you can configure for
ECS

Total Disk Quota (GB)

Total number of cloud disks that you can
configure for an ECS instance

RDS (including primary instances and read-only instances)

Parameter

Description

Total CPU Quota (Cores)

Total number of CPU cores that you can
configure for ApsaraDB for Relational
Database Service (RDS) (MySQL/PPAS/
PostgreSQL) and the used cores

Total Memory Quota (GB)

Total memory size that you can configure for
ApsaraDB for RDS (MySQL/PPAS/PostgreSQL

)

Total Storage Quota (GB)

Total storage size that you can configure for
ApsaraDB for RDS (MySQL/PPAS/PostgreSQL

)




SLB

Parameter

Description

Total External IP Addresses Quota

Total number of external IP addresses that you
can configure for Server Load Balancer (SLB)

Total Internal IP Addresses Quota

Total number of internal IP addresses that you
can configure for SLB

MongoDB

Parameter

Description

Total CPU Quota (Cores)

Total number of CPU cores that you can
configure for ApsaraDB for MongoDB and the
used cores

Total Memory Quota (GB)

Total memory size that you can be configure
for ApsaraDB for MongoDB

Total Storage Quota (GB)

Total storage size that you can configure for

ApsaraDB for MongoDB
VPC
Parameter Description
VPCs Total number of Virtual Private Cloud (VPC)
instances that you can configure for VPC
NAS
Parameter Description

Storage Quota

Total space size that you can configure for Network
Attached Storage (NAS)

Redis

Parameter

Description

Total Memory Quota (GB)

Total memory size that you can configure for KVStore for
Redis




SLS

Parameter Description

Storage Quota Total space size that you can configure for Log Service

5.1.2 Create cloud resource quotas
The Apsara Stack console supports configuring quotas to allocate resources reasonably among

departments.
Context

You can create quotas. If the parent department (except a level-1 parent department) has a quota
, the result that the quota of the parent department minus the quotas of other sub-departments is
the maximum quota that can be configured for the sub-department. The result cannot be smaller

than the amount of resources that you have created for the sub-department.

This topic takes the ECS quota as an example to describe how to create quotas. You can create

quotas for other cloud resources in a similar way.

Procedure

-—

. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Operations Center > Quota Management.
3. Click the Quota tab.

4. Select the Department and Region.

5. Click ECS as the product for which you want to create quotas.

6. In the upper-right corner of the ECS section, click the _|icon.

7. Configure the total quotas and then click the icon.

For more information about the quota parameters, see Quota parameters.

5.1.3 View total and used quotas

The administrator can view the total and used quotas of cloud resources for different departments

and regions.

Procedure

1. Log on to the Apsara Stack console as an administrator.



2. In the top navigation bar, choose Console > Operations Center > Quota Management.
3. Click the Overview tab.
4. Select the region, department, and product. Then, click Search.

5. In the search result, view the total and used quotas of the product.

5.1.4 Change quotas

The administrator can change cloud resource quotas based on the department requirements.

Procedure

-

. Log on to the Apsara Stack console as an administrator.
In the top navigation bar, choose Console > Operations Center > Quota Management.

Click the Quota tab.

P w0 N

Select the department and region.

5. Select the product whose quotas you want to change.

The system displays the product quota section.

6. In the upper-right corner of the product quota section, click the _|icon.

Note:
For ApsaraDB for Relational Database Service (RDS), select a product type first.

7. Enter the quotas and then click the icon.

5.1.5 Delete quotas

The administrator can delete quotas as required.
Prerequisites

Before deleting quotas, make sure that all sub-departments of the selected department do not
have any quotas.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > Operations Center > Quota Management.

3. Click the Quota tab.



4. Select the department and region.

5. Select the product whose quotas you want to delete.

The system displays the product quota section.

6. In the upper-right corner of the product quota section, click the icon.

Values in the product quota section are cleared.

Note:

For ApsaraDB for Relational Database Service (RDS), select a product type first.

5.2 View and export project resource overview
The cloud resource overview displays the numbers of resources and alerts in each department
and project in the Apsara Stack console in the format of lists.
Procedure
1. Log on to the Apsara Stack console as an administrator or a user.
2. In the left-side navigation pane, click Overview.
3. Click the Resource Overview tab.
On the Resource Overview tab, you can quickly view the numbers of resources and alerts

in each department and project to learn about the distribution and running conditions of

resources.

Note:
Click a number on the page and then you are redirected to the corresponding resource page

where you can view the detailed resource information.

4. Click Export on the Resource Overview tab to add the resource overview report to the

Download Center of reports.
What's next

After adding, choose Console > Administration > System Reports. Click Download Center to

go to the report list page and download the resource overview report.



5.3 Configuration of resource notifications

5.3.1 Configure resource notification objects
The administrator can configure the resource notification objects to receive emails and SMS

notifications from the Apsara Stack console when resources are created or deleted.

Context

You can add users as notification objects by configuring the resource notifications. If resources
are created or deleted in the Apsara Stack console, the system sends emails and SMS notificati
ons to the configured notification objects. Users who are added as notification objects can keep up
with the resource usage.

il
[ =] ] Note:
The Apsara Stack console can send resource notifications for Elastic Compute Service (ECS),
Object Storage Service (OSS), ApsaraDB for Relational Database Service (RDS), and Server

Load Balancer (SLB) resources.
Procedure
1. Log on to the Apsara Stack console as a system administrator.

2. In the upper-right corner, click the icon to go to the System Configuration page.

3. Click the Resource Notification Configuration tab.

4. On the Resource Notification Configuration tab, click Add.

Add User
Available Users Select A Selected Users Select A
Jdaguse
admin
as_testi
ECSRuleslser



5. In the displayed Add User dialog box, select users in the Available Users field and click the

icon to add them to Selected Users. Click Add to complete the configurations.

5.3.2 View resource notification objects

The administrator can view the information of resource notification objects.

Procedure

-—

. Log on to the Apsara Stack console as a system administrator.

2. In the upper-right corner, click the icon to go to the System Configuration page.

3. Click the Resource Notification Configuration tab.

4. On the Resource Notification Configuration tab, view the resource notification objects in the

Apsara Stack console.

5. Optional: You can click the username of a resource notification object to view the detailed

information of this notification object.

5.3.3 Delete a resource notification object
The administrator can remove users who are no longer required to be notified of new changes

from resource notification objects because of business changes or other reasons.

Procedure

-

. Log on to the Apsara Stack console as a system administrator.

N

. In the upper-right corner, click the icon to go to the System Configuration page.

w

. Click the Resource Notification Configuration tab.

N

. Find the user to be deleted. Click the |3 icon in the Actions column and select Delete.
m[n|

5. In the displayed dialog box, click OK.



6 Alert management

6.1 Overview

CloudMonitor provides real-time monitoring, alert, and notification services of resources to protect

your products and business.

Currently, CloudMonitor can monitor metrics of Elastic Compute Service (ECS), Server Load
Balancer (SLB), ApsaraDB for Relational Database Service (RDS), and Object Storage Service (
0SS).

You can use the monitoring metrics of cloud products to set alert rules and notification polices to
keep up with the running conditions and performance of instance resources for product services.

Consider a scale-up in time after receiving an insufficient resource alert.
CloudMonitor has the following functions:

* Automatic monitoring: The monitoring is automatically started based on your created ECS
resources or auto scaling groups. You are not required to start it manually or install any plug
-ins. You can view the monitoring data of specific instances on the monitoring page after

applying for resources.

» Flexible alert: You can configure alerts flexibly, such as setting alerts and thresholds for

monitoring metrics, pausing and enabling alerts.

» Real-time notification: You can set the alert notification to receive notifications by SMS or email
in real time. If the status of an alert rule changes, such as alerts are triggered, data is insufficie

nt, or alerts are cleared, the system informs you by sending SMS or email.

6.2 Alert contacts

6.2.1 Create an alert contact

You can create an alert contact to receive alert notifications.
Context

An alert contact is a person who receives alert notifications. Alert notifications can be sent by SMS
or email. When monitoring data meets the conditions specified in alert rules, the system sends
alert notifications to the corresponding alert contacts.

Procedure

1. Log on to the Apsara Stack console.



2. In the top navigation bar, choose Console > Administration > CloudMonitor.

3. On the Alert Contact tab, click the Alert Contact sub-tab.

4. Click Create Contact.

5. Configure the alert contact. For more information, see Alert contact configurations.

Table 6-1: Alert contact configurations

Configuration Description

Username The username of the alert contact

Department The department to which the alert contact belongs

Note:
If you select All, the alert contact is a global one.

Project The project to which the alert contact belongs

Cell Phone The mobile phone number of the alert contact. It is used to send alert

Number notifications to the alert contact by SMS. Make sure that the entered
mobile phone number is correct. If the number is changed, update it in
time on the platform.

Email The email address of the alert contact. It is used to send alert notificati
ons to the alert contact by email. Make sure that the entered email
address is correct. If the email address is changed, update it in time on
the platform.

DingTalk ID The DingTalk ID of the alert contact

6. Click OK.

6.2.2 Add an alert contact to alert groups

You can add a created alert contact to alert groups for better management.

Prerequisites

» An alert contact is created. For more information, see Create an alert contact.

» An alert group is created. For more information, see Create an alert group.

Context

An alert contact can be added to multiple alert contact groups.

Procedure

1. Log on to the Apsara Stack console.




2,
3.
4,

5.

In the top navigation bar, choose Console > Administration > CloudMonitor.
On the Alert Contact tab, click the Alert Contact sub-tab.
Select the alert contact that you want to add to alert groups and then click Add to Alert Group.

In the displayed Change Alert Group dialog box, select alert groups and click OK.

6.2.3 Query an alert contact

You can query the information and alert groups of alert contacts on the Alert Contact page.

Procedure

1.
2,
3.

Log on to the Apsara Stack console.
In the top navigation bar, choose Console > Administration > CloudMonitor.

On the Alert Contact tab, click the Alert Contact sub-tab.

. Select the query condition based on name, cell phone number, email, or DingTalk ID. Enter the

keyword in the search bar and then click Search to query the information and alert groups of

an alert contact.

6.2.4 Change alert contact information

If the information of an alert contact is changed, you can change the alert contact information on

the Alert Contact page.

Procedure

-

Log on to the Apsara Stack console.
In the top navigation bar, choose Console > Administration > CloudMonitor.
On the Alert Contact tab, click the Alert Contact sub-tab.

Find the alert contact whose information you want to change. Click the |3::| icon in the Actions

column and select Change.

In the displayed dialog box, change the contact information of the alert contact, namely the cell

phone number, email, and DingTalk ID.

Click OK.

6.2.5 Delete alert contacts

You can delete one or more alert contacts that are no longer in use based on the business

requirements.

Procedure



1. Log on to the Apsara Stack console.
2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. On the Alert Contact tab, click the Alert Contact sub-tab.

4. Perform the following operations:
» Delete an alert contact
Find the alert contact to be deleted. Click the g_, icon in the Actions column and select
Delete.

* Delete multiple alert contacts

Select multiple alert contacts to be deleted and click Delete Alert Contacts in the upper-

right corner.

5. In the displayed dialog box, click OK.

6.3 Alert groups
6.3.1 Create an alert group

You can create an alert group to classify alert contacts.
Context

An alert group is a group of alert contacts. It contains one or more alert contacts. If an alert is

triggered, all the alert contacts in the alert group can receive the alert notification.

When setting an alert rule, you must select an alert group to receive the alert notifications. For
each monitoring metric, if the alert threshold is reached, the system sends alert notifications to the

members in the alert group according to the configured notification methods.

Procedure

-

. Log on to the Apsara Stack console.
. In the top navigation bar, choose Console > Administration > CloudMonitor.

. On the Alert Contact tab, click the Alert Group sub-tab.

AW

. Click Create Contact Group.

[(3,]

. Configure the alert group.

Configuration Description

Group Name The name of the alert contact group, which must be 2 to 20 characters in
length and contain letters, numbers, and underscores (_)




Configuration Description

Department The department to which the alert contact to be added belongs

Note:
If you select All, the alert group is a global one.

Project The project to which the alert contact to be added belongs

Remarks The description of the alert contact group, which must be 0 to 256
characters in length and can contain letters, numbers, hyphens (-), or
underscores (_)

Choose Add contacts to the alert contact group as follows:
Contacts Select contacts in the Existing Contacts field and click the icon to

add them to the Selected Contacts.
To remove a selected contact, select the contact and then click the
icon.

Note:
If the contact is not created, create an empty alert group first. Then,
create an alert contact and add the alert contact to the alert group.

6. Click OK.

7. Optional: To remove an alert contact from the alert group, go to the Alert Group page and click

Delete at the right of the alert contact.

6.3.2 Change alert notification methods
Phone notifications, email notifications, and DingTalk notifications are enabled by default. You can
disable the unnecessary notification methods as required.
Procedure
1. Log on to the Apsara Stack console.
2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. On the Alert Contact tab, click the Alert Group sub-tab.

4. Find the alert contact whose alert notification methods you want to change. Enable or disable
the phone notifications, email notifications, and DingTalk notifications by turning on or off the

switches.



6.4 Alert rules

6.4.1 Create an alert rule

You can create an alert rule for an instance to monitor this instance.
Prerequisites

For Elastic Compute Service (ECS) instances, you must install the monitoring plug-in to collect the

metric data at the operating system level.
Complete the following steps to install the plug-in:

1. Log on to the Apsara Stack console.
2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. Click the Monitoring tab.

4. In the ECS instance list, find the instance to be monitored. Click the |3/ icon in the Actions
m[n|

column and select Install Plugin.

Note:
The monitoring chart displays monitoring data 5 to 10 minutes after the monitoring plug-in is

installed.
Context

We recommend that you create an alert group before setting an alert rule. You can also create an
alert group when you are setting an alert rule. For more information about how to create an alert

group, see Create an alert group.

Alert rules configured in CloudMonitor are used to monitor the server performance. In this way
, you can detect and resolve server problems in time, which guarantees a secure, stable, and
effective operation of servers.

Procedure
1. Log on to the Apsara Stack console.
2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. Click the Monitoring tab.

4. Click a cloud product sub-tab.



5. Find the corresponding instance or bucket. Click the &

Alert Rules to go to the Alert Item page.

Note:

You can also use the search function to find a specific instance or bucket and create an alert

rule for the instance or bucket.

6. Click Create Alert Rule.

7. Configure the alert rule.

Configurat Description
ion
Monitor Select a monitor metirc from the drop-down list.
Metric For more information about monitor metrics, see Cloud monitoring metrics.
Reference Select a reference period from the drop-down list.
Period The reference period is the interval at which data statistics are generated.
Calculation | Select a calculation method from the drop-down list. The following calculation
Method methods are available:
» Average: If the average value of all monitoring data collected in a
reference period exceeds the threshold, an alert is triggered.
*  Maximum: If the maximum value of the monitoring data collected in a
reference period exceeds the threshold, an alert is triggered.
¢ Minimum: If the minimum value of the monitoring data collected in a
reference period exceeds the threshold, an alert is triggered.
8. Click Next.

9. Configure the notification object.

A notification object is an alert contact. For more information about how to configure an alert

contact, see Create an alert contact.

Configuration

Description

Alert Retries

Select the number of retries before an alert is triggered from the drop-
down list

If the value exceeds the threshold for consecutive reference period, an
alert is triggered. The system notifies alert contacts only after the number
of retries is exceeded.

icon in the Actions column and select




Configuration Description

Contact Select a contact notification group
Notification After you set an alert rule for a monitor metirc, the system sends an alert
Group notification to the alert contacts if the monitoring data meets conditions

configured in the alert rule.

Notification Select the notification time, which is a time range during which the system
Time sends alert notifications
10.Click OK.

6.4.2 Create multiple alert rules

You can create the same alert rule for multiple instances or buckets to monitor these instances or

buckets.
Prerequisites

For Elastic Compute Service (ECS) instances, you must install the monitoring plug-in to collect the

metric data at the operating system level.
Complete the following steps to install the plug-in:

1. Log on to the Apsara Stack console.
2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. Click the Monitoring tab.

4. In the ECS instance list, find the instance to be monitored. Click the |3/ icon in the Actions

column and select Install Plugin.

Note:
The monitoring chart displays monitoring data 5 to 10 minutes after the monitoring plug-in is

installed.

Procedure

-—

. Log on to the Apsara Stack console.
In the top navigation bar, choose Console > Administration > CloudMonitor.

Click the Monitoring tab.
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Click a cloud product sub-tab and then select multiple instances or buckets.
5. Click Create Alert Rules in the upper-right corner.

6. Configure the alert rule.



Configurat Description
ion
Monitor Select a monitor metirc from the drop-down list.
Metric For more information about monitor metrics, see Cloud monitoring metrics.
Reference Select a reference period from the drop-down list.
Period The reference period is the interval at which data statistics are generated.
Calculation | Select a calculation method from the drop-down list. The following calculation
Method methods are available:
» Average: If the average value of all monitoring data collected in a
reference period exceeds the threshold, an alert is triggered.
+  Maximum: If the maximum value of the monitoring data collected in a
reference period exceeds the threshold, an alert is triggered.
*  Minimum: If the minimum value of the monitoring data collected in a
reference period exceeds the threshold, an alert is triggered.
7. Click Next.

8. Configure the notification object.

A notification object is an alert contact. For more information about how to configure an alert

contact, see Create an alert contact.

Configuration Description

Alert Retries Select the number of retries before an alert is triggered from the drop-
down list
If the value exceeds the threshold for consecutive reference period, an
alert is triggered. The system notifies alert contacts only after the number
of retries is exceeded.

Contact Select a contact notification group

Notification After you set an alert rule for a monitor metirc, the system sends an alert

Group notification to the alert contacts if the monitoring data meets conditions
configured in the alert rule.

Notification Select the notification time, which is a time range during which the system

Time sends alert notifications

9. Click OK.

6.4.3 View alert rules

You can view your alert rules on the Alert Rules page after creating an alert rule.

Context




Alert rules are used to display monitoring metrics in the alert rules of CloudMonitor. In this way

you can quickly view monitoring metrics, which guarantees a secure, stable, and effective

operation of servers.

Currently, the system provides the alert rules for Elastic Compute Service (ECS), ApsaraDB for

Relational Database Service (RDS), Server Load Balancer (SLB), Object Storage Service (OSS

),

and KVStore for Redis. The operations used to manage alert rules are similar to each other.

Therefore, take the ECS alert rules as an example in this topic.

Procedure

1

2
3.
4

5.

. Log on to the Apsara Stack console.

. In the top navigation bar, choose Console > Administration > CloudMonitor.
Click the Alert Rules tab.

. Click the tab of a cloud product, such as ECS. Then the ECS alert rules appear.

Enter the ID and name of a monitored resource, select a region, monitoring metric, alert status,

and enabled status, and then click Search to query alert rules.

6.4.4 View alert history

After alerts are triggered, you can view the alert history on the Alert Rules page.

Procedure

1.
2,

Log on to the Apsara Stack console.

In the top navigation bar, choose Console > Administration > CloudMonitor. Then, click the

Alert Rules tab.
Click the tab of a cloud product.

Find the alert rule whose alert history you want to view. Click the |5::| icon in the Actions
00

column and select Alert History.

Optional: In the displayed History dialog box, select the start date and end date of the alert and

then click Search.

In the History dialog box, view the alert history.

6.4.5 Change an alert rule

You can change the alert rule on the Alert Rules page of your cloud product.

Procedure

1.

Log on to the Apsara Stack console.



In the top navigation bar, choose Console > Administration > CloudMonitor.
Click the Alert Rules tab.
Click the tab of a cloud product.

Find the alert rule to be changed. Click the [z icon in the Actions column and select Change
0

to change the alert rule.

For more information about how to change alert rules, see Create an alert rule to configure

alert rules.

6.4.6 Pause alert rules

You can pause one or more alert rules as required.

Procedure

-

Log on to the Apsara Stack console.

In the top navigation bar, choose Console > Administration > CloudMonitor.
Click the Alert Rules tab.

Click the tab of a cloud product.

Perform the following operations:
» Pause an alert rule.

Find the alert rule to be paused. Click the o< icon in the Actions column and select Pause.
OO0

+ Pause multiple alert rules.

Select multiple alert rules to be paused and click Pause in the upper-right corner.

In the displayed dialog box, click OK.

After you pause the alert rules, the system stops to send alert notifications to the corresponding

alert contacts.

6.4.7 Start alert rules

You can start one or more paused alert rules as required.

Procedure

1.
2,

3.

Log on to the Apsara Stack console.
In the top navigation bar, choose Console > Administration > CloudMonitor.

Click the Alert Rules tab.



4. Click the tab of a cloud product.

5. Perform the following operations:
» Start an alert rule.

Find the alert rule to be started. Click the [g:! icon in the Actions column and then select
0

Enable.

» Start multiple alert rules.
Select multiple alert rules to be started and click Start in the upper-right corner.

6.4.8 View alert notification objects

After creating alert rules, you can view the notification object of each alert rule on the Alert Item

page.

Procedure

-

. Log on to the Apsara Stack console.

2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. Click the Alert Rules tab.

4. Click the tab of a cloud product.

5. Click the alert contact or alert group in the Alert Contact column.
The system displays the detailed information of alert contacts in the appeared dialog box.
6.4.9 Delete alert rules
You can delete one or more alert rules that are no longer in use.

Procedure

-

. Log on to the Apsara Stack console.

N

. In the top navigation bar, choose Console > Administration > CloudMonitor.

w

. Click the Alert Rules tab.

N

. Click the tab of a cloud product.

5. Perform the following operations:
» Delete an alert rule.
Find the alert rule to be deleted. Click the |o:: icon in the Actions column and select
m[n|

Delete.



* Delete multiple alert rules.

Select multiple alert rules to be deleted and click Delete in the upper-right corner.

6. In the displayed dialog box, click OK.

6.5 Configuration of alert notification

6.5.1 Configure email alert notification
The administrator can configure the email alert notification to allow alert contacts to receive alert

notifications by email when alerts are triggered.
Prerequisites
Make sure that the SMTP server URL is obtained before you configure the email notification.

To obtain the SMTP server URL and port, view the official description of the mailbox system to be
configured. Generally, the SMTP server URL is in the format of smtp.xxxx.com. For example, the

SMTP server URL of the 163 mailbox is smtp.163.com.
The system sends email notifications by using the configured email address and email password.

Procedure

1. Log on to the Apsara Stack console as a system administrator.

N

. In the upper-right corner, click the icon.

3. On the System Configuration page, click the Alert Notification Configuration tab.

4. In the Email Alert Notification Settings section, click Configure.

The Email Alert Notification Settings dialog box appears.

5. Enter the SMTP server URL, email address, and email password, and then select the SMTP

server port.

6. Click OK.
To change the configurations, click Clear Settings and reconfigure the settings.
6.5.2 Configure DingTalk alert notification

The administrator can configure the DingTalk alert notification to allow alert contacts to receive

alert notifications by DingTalk when alerts are triggered.

Context



To send alert notifications by using DingTalk, you must obtain the CorplD, CorpSecret, and
AgentiD.

Procedure
1. Obtain the AgentID.

a) Log on to oa.dingtalk.com as a DingTalk administrator.
b) Click Applications and find the Application Base section.

c) Click the icon on an application and then select Set.

d) In the displayed dialog box, obtain the AgentID.
2. Obtain the CorplID and CorpSecret.

a) Log on to oa.dingtalk.com as a DingTalk administrator.

)

b) Click Applications and find the Create your app section.

c) Click Open Application to go to the DingTalk developer platform.
)

d) In the left-side navigation pane, click Account Management. In the Account Information

section, obtain the CorplD and CorpSecret.

3. Log on to the Apsara Stack console as a system administrator.

4. In the upper-right corner, click the icon.

5. On the System Configuration page, click the Alert Notification Configuration tab.

6. In the DingTalk Alert Notification Settings section, click Configure.
The DingTalk Notification Settings dialog box appears.

7. Enter the CorplD, CorpSecret, and AgentID.

8. Click OK.

To change the configurations, click Clear Settings and reconfigure the settings.

6.5.3 Configure SMS alert notification

The administrator can configure the SMS alert notification to allow alert contacts to receive alert
notifications by SMS when alerts are triggered.
Procedure

1. Log on to the Apsara Stack console as a system administrator.

2. In the upper-right corner, click the icon.

3. On the System Configuration page, click the Alert Notification Configuration tab.



4. In the SMS Alert Notification Settings section, click Configure.

The SMS Notification Settings dialog box appears.
5. Enter the Notification URL, AccessKey ID, and AccessKey Secret.

6. Click OK.

To change the configurations, click Clear Settings and reconfigure the settings.

6.6 View alert information

You can view alert information to have a clear grasp of the running conditions of Elastic Compute
Service (ECS), ApsaraDB for Relational Database Service (RDS), Server Load Balancer (SLB),

and Object Storage Service (OSS) and obtain the exception information in time.
Context

Alert information displays the information of alert rules that do not meet the requirements.

Note:
This topic takes the ECS alert information as an example to describe how to view the alert
information. You can view the alert information of other cloud resources in a similar way.
Procedure
1. Log on to the Apsara Stack console.
2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. Click the Alert Information tab.

4. You can filter alert information based on the region, monitored resource ID, monitored resource
name, monitor metric, start date, and end date. See the following table for the field descriptions

of alert information.

Table 6-2: Field descriptions

Field Description

Region Region in which the monitored object resides
Monitored Resource Instance ID or name of the monitored object
ID/Name

Monitor Metric Monitor metirc of the monitored object
Description Detailed description of the alert information




Field Description

Trigger Status Alert trigger status, including Alerts and Insufficient Data
Threshold Threshold of the monitor metric

Alert Value Value of the monitor metirc when the alert is triggered
Start Time Time when the alert is started

End Time Time when the alert is ended

5. Optional: Click Export to export the current alert information to your local computer as an XLS

file.

The exported file is named Al ert . x| s and stored in C: \ User s\ User nane\ Downl oads by

default.



7 Monitoring management

7.1 Overview

CloudMonitor provides real-time monitoring, alert, and notification services for resources to protect

your products and business.

Currently, CloudMonitor can monitor metrics of Elastic Compute Service (ECS), Server Load
Balancer (SLB), ApsaraDB for Relational Database Service (RDS), and Object Storage Service (
0SS).

You can use the monitoring metrics of cloud products to set alert rules and notification polices to
keep up with the running conditions and performance of instance resources for product services.

Consider a scale-up in time after receiving an insufficient resource alert.
CloudMonitor has the following functions:

* Automatic monitoring: The monitoring is automatically started based on your created ECS
resources or auto scaling groups. You are not required to start it manually or install any plug
-ins. You can view the monitoring data of specific instances on the monitoring page after

applying for resources.

» Flexible alert: You can configure alerts flexibly, such as setting alerts and thresholds for
monitoring metrics, pausing and enabling alerts.

» Real-time notification: You can set the alert notification to receive notifications by SMS or email
in real time. If the status of an alert rule changes, such as alerts are triggered, data is insufficie

nt, or alerts are cleared, the system informs you by SMS or email.

7.2 View dashboard

The Apsara Stack console uses charts to display the usage and monitoring conditions of existing

system resources in all regions, which helps you learn about the usage of current resources.

Context

Note:
Resource types vary with region types. For resource types available to you, see your Dashboard
page.
Procedure

1. Log on to the Apsara Stack console.



2. In the top navigation bar, click Dashboard.

3. Click the region to view the usage overview and alert information of each cloud resource in

each region.

Usage overview of cloud resources

In each cloud resource overview, click the total number of resources and then you are

redirected to the corresponding resource page. You can view the detailed resource

information on the resource page.

For more information about the fields in the resource overview, see Resource overview

fields.

Table 7-1: Resource overview fields

Cloud product |Content

Description

Elastic Compute [Number of ECS instances
Service (ECS)

Total number of ECS instances of
the current user

Number of disks

Total number of disks of the current
user

Number of images

Total number of images of the
current user

Number of snapshots

Total number of snapshots of the
current user

Server Load Number of SLB instances
Balancer (SLB)

Total number of SLB instances of
the current user

Object Storage | Number of objects stored
Service (OSS)

Total number of OSS instances of
the current user

ApsaraDB Number of ApsaraDB RDS for
for Relational MySQL/PPAS/PostgreSQL
Database instances

Service (RDS)

Total number of ApsaraDB RDS
for MySQL/PPAS/PostgreSQL
instances of the current user

Alert information of cloud resources

Click the corresponding tab of each cloud resource to view their alert information. On each

cloud resource tab, click More on the right and then you are redirected to the corresponding

alert information page.




For more information about the alert rules of each cloud resource, see Cloud monitoring

metrics.

7.3 CloudMonitor

7.3.1 Overview

CloudMonitor provides real-time monitoring, alert, and notification services for resources to protect

your products and business.

You can use the monitoring metrics of cloud products to set alert rules and notification polices to
keep up with the running conditions and performance of product instances. Consider a scale-up in

time after receiving an insufficient resource alert.
CloudMonitor has the following functions:

+ Automatic monitoring: The monitoring is automatically started based on your created Elastic
Compute Service (ECS) resources or auto scaling groups. You are not required to start it
manually or install any plug-ins. You can view the monitoring data of specific instances on the
monitoring page after applying for resources.

» Flexible alert: You can configure alerts flexibly, such as setting alerts and thresholds for
monitoring metrics, pausing and enabling alerts.

» Real-time notification: You can set the alert notification to receive notifications by SMS or email
in real time. If the status of an alert rule changes, such as alerts are triggered, data is insufficie

nt, or alerts are cleared, the system informs you by SMS or email.

7.3.2 View CloudMonitor overview
On the CloudMonitor page, click the Overview tab. You can view the number of instances,
number of alert rules, number of alerts, and alert status of all cloud products.
Procedure
1. Log on to the Apsara Stack console.
2. In the top navigation bar, choose Console > Administration > CloudMonitor.

3. On the Overview tab, view the number of instances, number of alert rules, number of alerts,

and alert status of all cloud products.



7.3.3 Cloud monitoring metrics

This topic describes the monitoring metrics of each product and the corresponding description.

CloudMonitor tests the service availability based on the monitoring metrics of cloud resources.

You can configure alert rules and notification polices for these monitoring metrics to keep up with

the running conditions and performance of product instances.

CloudMonitor can monitor resources of Elastic Compute Service (ECS), ApsaraDB for Relational

Database Service (RDS), Server Load Balancer (SLB), Object Storage Service (OSS), and

KVStore for Redis. Monitoring metrics supported by each service are described as follows.

Table 7-2: ECS monitoring metrics

Metric Metric Measured Calculation [Remarks
name description object formula
CPU Used to ECS CPU utilizatio [ None
Utilization | measure the instance n of the ECS
CPU utilizatio instance/
n (%) of a Total CPU
measured cores of the
object ECS instance
Memory Used to ECS Memory The memory utilization calculated
Utilization | measure instance utilization by CloudMonitor does not include
the memory of the ECS cache utilization. Therefore, when
utilization (%) instance you run the f r ee ort op command
of a measured [Total to query the memory utilization
object memory of of a Linux server, the result may
the ECS be inconsistent with the memory
instance utilization displayed in the Apsara
Stack console.
Disk I/0O Used to ECS Total bytes For Linux hosts, the disk I/O
Read measure the instance read from monitoring data is obtained by
volume of the ECS using the iostat tool. If your Linux
data read from instance disk | host has no disk I/O data, check if
a measured [Statistical iostat is installed on your machine
object per peirod . If not, Redhat or CentOS users
second (KB/s) can use yum to install the tool, and
Ubuntu or Debian users can use
apt-get to install the tool.
Disk 1/0 Used to ECS Total bytes None
Write measure the instance written to




Metric Metric Measured Calculation [Remarks
name description object formula
volume of the ECS
data written to instance disk
a measured [Statistical
object per peirod
second (KB/s)
Disk Used to ECS Used None
Utilization | measure the instance capacity of
disk utilizatio the ECS
n (%) of a instance
measured disk/Total
object capacity of
the ECS
instance disk
Inbound Used to ECS None None
Traffic measure instance
the inbound
network traffic
of a measured
object per
second (Kbit/s)
Outbound |Used to ECS None If the purchased bandwidth is used
Traffic measure the instance up, access fails or requests slow
outbound down. On the monitoring chart,
network traffic ethO indicates the intranet NIC of
of a measured the server, and eth1 indicates the
object per Internet NIC of the server.
second (Kbit/s)
TCP Total number ECS None None
Connection | of TCP instance
s connections
set up by the
server
Processes | After you setan [ECS None To monitor the running conditions
alert rule with | instance of processes on the server, set

this monitoring
metric, the
specified
running
processes are

an alert rule with this monitoring
metric to trigger the alert when the
number of processes is unequal to
the actual number of processes.




Metric Metric Measured Calculation |Remarks
name description object formula
counted and
the system
displays the
total number
of these
processes.
Average A concept in ECS The average load value cannot
Load Linux, the instance be greater than 1. If your server
average load has a multi-core processor, the
value of the average load value must be divided
server by the number of CPU cores and
the result must be smaller than 1.
Generally, if the average load value
is greater than 1, processes are
queued up and the server slows
down.
Note:

For ECS instances, you must install the monitoring plug-in to collect the metric data at the

operating system level.

Installation method: On the CloudMonitor page, click the Monitoring tab. In the ECS instance

list, locate the instance to be monitored. Click the -

Install Plugin.

icon in

the Actions column and select

The monitoring chart displays monitoring data 5-10 minutes after the monitoring plug-in is

installed.

Table 7-3: RDS monitoring metrics

Metric Metric description Measured Calculation formula

name object

CPU Used to measure the CPU utilizatio | ApsaraDB CPU utilization of the

Utilization | n (%) of a measured object for RDS ApsaraDB for RDS instance
instance [Total CPU cores of the

ApsaraDB for RDS instance




Metric Metric description Measured |Calculation formula
name object
Memory Used to measure the memory ApsaraDB Memory utilization of the
Utilization | utilization (%) of a measured object | for RDS ApsaraDB for RDS instance/
instance Total memory of the ApsaraDB
for RDS instance
Disk Used to measure the disk utilization | ApsaraDB None
Utilization | (%) of a measured object for RDS
instance
IOPS Used to measure the number of I/O | ApsaraDB Number of 1/0 requests of the
Utilization | requests of a measured object per | for RDS ApsaraDB for RDS instance/
second. Unit: % instance Statistical period
Connection | Used to measure the number of ApsaraDB Number of connections
Utilization |connections between the applicatio | for RDS between the application and the
n and the measured object per instance ApsaraDB for RDS instance
second. Unit: % per second/Statistical period
Table 7-4: SLB monitoring metrics
Metric Metric description Measured |Remarks
name object
Outbound | Number of packets sent by | SLB None
Packets SLB per second instance
per
Second
Inbound Number of request packets | SLB None
Packets received by SLB per instance
per second
Second
Inbound Traffic consumed to SLB None
Data access SLB from the instance
external (Kbit/s)
Outbound | Traffic consumed by SLB | SLB None
Data to access the external (Kbit | instance
/s)
Active Number of all connection | SLB It can be interpreted as, but cannot
Port s in the ESTABLISHED instance be equivalent to, the concurrent
status connections. This is because a persistent




Metric Metric description Measured |Remarks

name object

Connection connection transmits multiple file

S requests simultaneously.

Inactive Number of all TCP SLB None.

Port connections except instance

Connection| connections in the

s ESTABLISHED status

New Port [ Number of times the SLB Active Port Connections, Inactive Port

Connection| first SYN_SENT status instance Connections, and New Port Connection

S occurs in a TCP three- s are all used to measure the number of
way handshake during a requests for connecting a client to an
statistical period SLB instance.

Table 7-5: OSS monitoring metrics

Traffic

Metric name | Metric description Measured
object

Reads Used to measure the number of reads of a measured object (ORTS)
bucket

Internal Server | Used to measure the number of errors of a measured object 0SS

Errors bucket

Public Used to measure the inbound Internet network traffic (bytes) of a 0SS

Network measured object per second bucket

Inbound

Traffic

Public Used to measure the outbound Internet network traffic (bytes) of a 0SS

Network measured object per second bucket

Outbound

Traffic

Classic Used to measure the inbound intranet network traffic (bytes) of a 0SS

Network measured object per second bucket

Inbound

Traffic

Classic Used to measure the outbound intranet network traffic (bytes) of a 0SS

Network measured object per second bucket

Outbound




Metric name

Metric description

Measured

object
Writes Used to measure the number of writes of a measured object 0SS
bucket
Storage Used to measure the used storage space (bytes) of a measured 0SS
Space Used object bucket
Table 7-6: KVStore for Redis monitoring metrics
Metric name Metric description Measured object Unit
CPU Utilization Used to measure the CPU utilizatio | KVStore for Redis %
n of a measured object instance
Memory Utilization Used to measure the proportion of | KVStore for Redis %
current used memory to the total [instance
memory of a measured object
Memory Used Used to measure the used memory | KVStore for Redis Bytes
of a measured object instance
Connections Used Used to measure the total number [KVStore for Redis -
of connections of client instance
The Percentage of Used to measure the proportion KVStore for Redis %
Connections Used of current established connection | instance
s to the total connections of the
measured object
Write Network Used to measure the network KVStore for Redis Bytes/s
Bandwidth traffic currently writen per second |instance
of a measured object
Read Network Used to measure the network KVStore for Redis Bytes/s
Bandwidth traffic currently read per second of |instance
a measured object
Failed Operations Used to measure the times of KVStore for Redis times/s
failure of operating a measured instance
object
Write Bandwidth Used to measure the proportion KVStore for Redis %
Usage of currently writen bandwidth to instance

the total bandwidth of a measured
object




Metric name Metric description Measured object Unit
Read Bandwidth Used to measure the proportion KVStore for Redis %
Usage of currently read bandwidth to the |instance
total bandwidth of a measured
object
QPS Usage Used to measure the currently KVStore for Redis times/s
used number of QPS of a instance
measured object

7.3.4 View monitoring charts
You can view the monitoring chart to learn about the running conditions of each instance or

bucket.

Procedure

-

. Log on to the Apsara Stack console.

2. In the top navigation bar, choose Console > Administration > CloudMonitor.
3. Click the Monitoring tab.

4. Click the tab of a cloud product.

5. Find the instance or bucket whose monitoring chart you want to view. Click the (5| icon in the
m[n|

Actions column and select Monitoring Chart.

You can view the monitoring data of each monitoring metric on the displayed page.
7.4 System reports

7.4.1 Create a report download task

You need to create a report download task on the System Reports page before previewing or

downloading reports.

Context
You can create a download task for the following reports:
* Resource report

A resource report summarizes the current number of instances for cloud products in the Apsara
Stack console and the details of each instance, including the region, department, project, and

status of the instance.

* Alert report



An alert report summarizes the alert information of cloud products.

Resource usage evaluation report

A resource usage evaluation report summarizes the usage of resources for cloud products.
You can view resource usage evaluation reports to learn about the usage of each resource and
prevent waste or overload use of resources.

Resource monitoring report

A resource monitoring report summarizes the monitoring information of cloud products.

Quota report

A quota report summarizes the quota information of cloud products in each department.

Procedure

-

P w0 N

Log on to the Apsara Stack console as an administrator.
In the top navigation bar, choose Console > Administration > System Reports.
On the System Reports page, click a report tab.

Configure the filter conditions or evaluation rules based on business requirements and click

Create Report Download Task.
In the displayed Create Report Download Task dialog box, enter a report name and select a

product. Then click Create.

After the report download task is created, you can click Download Center to go to the

download center page to view the status of this task.

7.4.2 Change the report name

The administrator can change the report name on the Download Center page after a download

task is created.

Procedure

1.
2,
3.

4,

Log on to the Apsara Stack console as an administrator.
In the top navigation bar, choose Console > Administration > System Reports.
Click the Download Center tab.

In the task list, find the task whose report name you want to change. Click the [z icon in the
00

Actions column and select Change Report Name.



Note:
You can also query the download tasks based on the status or created date of the task to

change report names.

5. In the displayed dialog box, enter the report name and click OK.
7.4.3 Preview and download a report

The administrator can preview and download a report based on the report name and type.
Prerequisites

You can only preview or download a report whose task status is Complete.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > Administration > System Reports.
3. Click the Download Center tab.
4. Find the report to be previewed based on the report name and type. Click the o< icon in the
Actions column and select Preview.
5. Find the report to be downloaded based on the report name and type. Click the |5::| icon in the

Actions column and select Download.

6. In the displayed dialog box, click OK.

The downloaded file is stored in C: \ User s\ User nane\ Downl oads by default.

7.4.4 Delete a report download task
The administrator can delete a report download task that is no longer in use.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > Administration > System Reports.
3. Click the Download Center tab.

4. In the task list, find the download task to be deleted. Click the [o+ icon in the Actions column

and select Delete.

5. In the displayed dialog box, click OK.



7.5 Task center
7.5.1 View running tasks

Before a task is finished, the administrator can view the task details in Execute Task.
Context

You can query tasks quickly by department, task ID, task name, task type, and created time.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > Administration > Task Center.
3. Click the Execute Task tab.
4. Configure the query conditions and then click Search.

In the search results, view the task details.
7.5.2 View previous tasks
The administrator can view the details of finished tasks in Previous Tasks.
Context
A previous task is a finished task.
You can query tasks quickly by department, task ID, task name, task type, and created time.

Procedure

-—

. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Administration > Task Center.
3. Click the Previous Tasks tab.

4. Configure the query conditions and then click Search.

5. Optional: If a task fails, click Error in the Status column.

View the failure details of the task.

7.6 Operation logs
7.6.1 View logs

The administrator can view logs to learn about the usage conditions of resources, such as Elastic

Compute Service (ECS), ApsaraDB for Relational Database Service (RDS), and Server Load



Balancer (SLB). You can also learn about the running conditions of all function modules on the

platform in real time.

Procedure

1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Administration > Operation Log.

3. On the Operation Log page, you can query operation logs by username, module, level,

instance ID, start date, and end date.

For more information about the fields in the search results, see Field descriptions.

Table 7-7: Field descriptions

Field Description

Time Operation time
Username [Name of the operator
Module

» ECS: records all actions related to ECS instances, including creating,
changing, deleting, and querying ECS instances.

+ RDS: records all actions related to ApsaraDB for RDS instances, including
creating, changing, deleting, and querying ApsaraDB for RDS instances.

» OSS: records all actions related to Object Storage Service (OSS) instances
, including creating, changing, deleting, and querying OSS instances.

+ OTS: records all actions related to Table Store instances, including actions
of Table Store instances and tables.

» SLB: records all actions related to SLB instances, including creating,
changing, deleting, and querying SLB instances.

* VPC: records all actions related to Virtual Private Cloud (VPC) instances,
including creating, changing, deleting, and querying VPC instances, and
managing VSwitches and VRouters.

+ REDIS: records all actions related to KVStore for Redis instances, including
creating, querying, and deleting KVStore for Redis instances.

+ ESS: records all actions related to Storage Service (ESS) instances,
including creating, changing, deleting, querying, and enabling or pausing
ESS instances.

* MAINTENANCE: records actions related to the operations side.

+ MEMCACHE: records all actions related to KVStore for Memcache
instances, including creating, changing, querying, and releasing KVStore for
Memcache instances.

* NAS: records all actions related to Network Attached Storage (NAS),
including creating and deleting file systems.




Field

Description

KMS: records all actions related to Key Management Service (KMS),
including creating, deleting, enabling, and disabling master keys of users.
DNS: records all actions related to Domain Name System (DNS), including
creating, querying, and deleting domain names.

MONGODB: records all actions related to ApsaraDB for MongoDB
instances, including creating, querying, and deleting ApsaraDB for
MongoDB instances.

RAM: records all actions related to Resource Access Management (RAM),
including creating, querying, and deleting server roles.

DFS: records all actions related to Distributed File System (DFS) instances,
including creating, changing, deleting, and querying DFS instances.
CLOUD_API: records all actions related to instances in four modules (
grouping, API, application, and plug-in) of APl Gateway, including creating
, changing, deleting, querying, binding, unbinding, releasing, authorizing
instances, and bringing instances offline respectively.

AUTH: records all actions related to user roles, including adding and
deleting user roles.

USER: records user activities, including logon time and logoff time.
PROJECT: records all actions related to projects, including creating,
updating, querying, and deleting projects, and adding and deleting project
members.

DEPARTMENT: records all actions related to departments, including
creating, modifying, and deleting departments.

LOGINPOLICY: records all actions related to logon polices, including
creating, changing, and deleting logon policies.

VISITCONFIG: records all actions related to access control, including
changing access control.

REGION: records all actions related to regions.

INVENTORY: records actions related to inventory management on the
operations side.

LOG: records actions related to operation logs, including obtaining operation
log list.

ROLE: records all actions related to roles, including creating, deleting, and
authorizing roles.

MAINTENANCEALARM: records actions related to monitoring alarms on the
operations side.

TASKCENTER: records all actions related to the task center.

REPORT: records all actions related to reports, including previewing and
downloading reports.




Field

Description

* ALARM: records all actions related to monitoring alerts, including obtaining
monitoring data and alert contact information.

+ BCSG: records all actions related to block storage gateway, including
creating, deleting, and querying cloud resources, volumes, and storage
groups.

+ IMAGE: records all actions related to images, including creating, changing,
deleting, querying, and sharing images.

Region The region in which the operation object resides

Level The operation level, including Information, Notification, Warnings, Error,
Important, Emergency, Alerts, and Debug

Actions The operation type, including logon, logoff, and display

View Brief introduction to the operation objective

Details

4. Optional: Click Export to export the current logs to your local computer as an .xls file.

The exported file is named | og. xI s and stored in C. \ User s\ User nanme\ Downl oads.

7.6.2 Delete logs

The administrator can delete logs within a specific time period if they are no longer in use.

Context

Note:

Logs cannot be recovered after being deleted, so proceed with caution.

Procedure

1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Administration > Operation Log.

3. On the Operation Log page, configure the query conditions and then click Search.

4. Click Delete Log to delete logs within a specific time period.




8 RAM management

8.1 Overview

Resource Access Management (RAM) is a resource access control service provided by Alibaba

Cloud Apsara Stack.

RAM allows you to manage users (such as employees, systems, and applications) in a centralized

way and control permissions to allow users to access specific resources under your name.

RAM has the following two functions:

RAM role

You must create a corresponding RAM role to authorize cloud services in a level-1 department
to use or view other resources of the current department. This role contains the operations that

cloud services can perform on resources.

Only the system administrator and level-1 department manager can create RAM roles.

RAM user

To allow multiple users to use cloud resources in the same department, you can create multiple
RAM users (users with the developer sub-account role) in the department to allow multiple

RAM users to have different permissions to the same cloud resource.

You can create RAM authorization policies to grant different permissions to different RAM

users.

RAM users can be considered as sub-accounts of the creator. A RAM user comes from the
creator account based on the authorization policies, and the permission scope of a RAM user is

smaller than or equal to that of the creator account.

The RAM users are created by the system administrator or level-1 department manager.



Figure 8-1: RAM users and RAM authorization policies
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8.2 RAM roles

8.2.1 View a role policy

The administrator can view a role policy to learn about the detailed authorization of a role.
Prerequisites
A RAM role is created. For more information, see Create a RAM role.

Procedure
1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource

Access Management.

3. On the RAM Role tab, find the role whose policy you want to view. Click the 5] icon in the
uju

Actions column and select View Details.

4. On the RAM Role page, click the Role Policy tab.

RAM Role =

Role Details Role Policy

Policy Name Policy Type Folicy Description Default Version Association Time Actions

AliyunCSDefaultRolePolicy  System The policy for Aliyu... vl Qr2T2018, 5:24:11 PM

ays| 10

5. In the policy list, find the policy that you want to view. Click the |73 icon in the Actions column
OO0

and select View Details to view the policy details, namely the name, description, type, and

contents of the policy.



8.2.2 Create a RAM role

To allow a cloud service to access other cloud resources, you must create the corresponding RAM
role of this cloud service in the level-1 department.

Procedure
1. Log on to the Apsara Stack console as a system administrator or level-1 department manager.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource

Access Management.

3. On the RAM Role tab, click Create RAM Role.

Create RAM Role =

Default Service Role

dtdream -
* Region : cn-qingdac-envl12-d01 -

= Service : ECS v

On the Create RAM Role page, select the level-1 department, region, and cloud service to be

authorized. Then, click Create to complete the authorization.

4. The created RAM role appears in the RAM role list.

For more information about the RAM roles that can be created and their role names, see

Mapping between RAM roles and services.

Table 8-1: Mapping between RAM roles and services

Role name Service Role description
AliyunECSImageExport Elastic Compute Service Used to grant ECS to use this
DefaultRole role to export images
AliyunECSImagelmport Used to grant ECS to use this
DefaultRole role to import images




Role name Service Role description

AliyunESSDefaultRole Auto Scaling Service Used to grant ESS to use this
role to access resources of
other cloud products

For example, select A as the Region, B as the Department, and ECS as the Service to
create a RAM role. After the RAM role is created, ECS in region A, department B and its sub-
departments can use the created RAM role to access resources of other cloud products in

region A, department B and their sub-departments.

8.2.3 View role details

The administrator can view the role details to learn about the name, description, created time, and

global resource descriptor of the role.

Prerequisites

A RAM role is created. For more information, see Create a RAM role.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource
Access Management.

3. On the RAM Role tab, find the role that you want to view. Click the |g+: icon in the Actions
OO

column and select View Details.

RAM Role =

Role Details Role Policy

Basic Information

Action™ “sts:AssumeRole

ncs.com”

On the Role Details tab, view the role details, namely the name, description, created time, and

global resource descriptor of the role.



8.3 RAM users
8.3.1 Create a RAM user

To allow multiple users to use cloud resources in the same department, you can create multiple

RAM users in the department.
Prerequisites

Before creating a RAM user, make sure that a department is created. For more information, see

Create a department.
Context

RAM users are the operation objects who have specific access permissions to cloud resources.

Currently, this function only applies to Object Storage Service (OSS) and Table Store.

Procedure

-—

. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.

4. Click Add. The Add User dialog box appears.

5. Configure the user information. Parts of the configurations are as shown in Table 8-2: RAM

user configurations.

Table 8-2: RAM user configurations

Configuration Description

Username The name must be 3 to 30 characters in
length and can contain letters, numbers,
hyphens (-), underscores (_), and at signs
(@). It must start with a letter or a number.

Display Name The name must be 2 to 30 characters in
length and only contain letters.

Role Select Developer Subaccount. If you select
other roles, the RAM user cannot be queried.

Department Select the department to which the user
belongs.
Logon Policy The logon policy restricts the time period and

IP addresses for the user to log on. By default




Configuration Description

, the default policy is automatically bound to
newly created users.

Note:
The default policy does not restrict the time
period and IP addresses for users to log on.
To restrict the logon time and IP addresses
of a user, you can change the user's logon
policy or create a logon policy for the user.
For more information, see Create a logon

policy.

6. Click OK to create a RAM user.

8.3.2 View RAM user details

The administrator can view the details of a RAM user that they have created.
Prerequisites
A RAM user is created. For more information, see Create a RAM user.

Procedure
1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource

Access Management.
3. On the Resource Access Management page, click the RAM User tab.

4. Optional: Select the department where the RAM user resides from the Department drop-down

list and enter the username in the Username field. Click Search to query the RAM user.

5. Find the RAM user that you want to view. Click the |3 icon in the Actions column and select

View Details.

On the User Details page, view the detailed information of the RAM user, including the
username, UID, contact information, and created time.
8.3.3 Change the description of a RAM user

The administrator can change the description of a created RAM user for better management.

Prerequisites



A RAM user is created. For more information, see Create a RAM user.

Procedure
1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource

Access Management.
3. On the Resource Access Management page, click the RAM User tab.

4. Optional: Select the department where the RAM user resides from the Department drop-down

list and enter the username in the Username field. Click Search to query the RAM user.

5. Find the RAM user whose description you want to change. Click the g/ icon in the Actions
00

column and select Change.

6. In the displayed dialog box, enter the description and then click OK.

8.3.4 Grant permissions to a RAM user
The administrator can bind created authorization policies to a RAM user based on the business

needs.
Prerequisites

* A RAM user is created. For more information, see Create a RAM user.

* A RAM authorization policy is created. For more information, see Create a RAM authorization
policy.
Procedure
1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource

Access Management.
3. On the Resource Access Management page, click the RAM User tab.

4. Optional: Select the department where the RAM user resides from the Department drop-down

list and enter the username in the Username field. Click Search to query the RAM user.

5. Find the RAM user that you want to grant permissions. Click the [z icon in the Actions
0

column and select Authorize.

6. In the displayed dialog box, select the authorization policies from the Available Authorization

Policies and then click ™ to add them to the Authorization Policies Selected .



7. Click OK.

8.4 RAM authorization policies

8.4.1 Create a RAM authorization policy

The administrator can create authorization policies as required to grant these authorization

policies to RAM users.

Context

RAM authorization policies are the implementations of RAM user permissions. RAM users obtain

the permissions by binding RAM authorization policies. Currently, this function only applies to

Object Storage Service (OSS) and Table Store.

Procedure

1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource

Access Management.

3. On the Resource Access Management page, click the RAM Authorization Policy tab.

4. Click Create Authorization Policy. The Set Basic Information step appears.

5. Configure the basic information of the authorization policy.

For more information about the configurations, see Authorization policy configurations.

Table 8-3: Authorization policy configurations

Configuration

Description

Policy Name

The RAM authorization policy name, which must be 1 to 128
characters in length and can contain letters, numbers, and
hyphens (-), but must not start with dtrole

Region The region to which the RAM authorization policy belongs
Department The department to which the RAM authorization policy belongs
Project The project to which the RAM authorization policy belongs
Product The product of the RAM authorization policy. Currently, only

OSS and Table Store are supported.

Policy Description

The description of the RAM authorization policy

6. Click Next to go to the Add Rules and Conditions page.




7. Configure the contents of the authorization policy.

For more information about the configurations, see Content configurations.

Table 8-4: Content configurations

Configuration

Description

Effect

The authorization effectiveness includes Allow and Deny.

Action

The operations performed on specific resources

For example, the access policy allows user A to perform the
GetBucket operation on the resource SampleBucket. The operation is
GetBucket.

Resource

The resource is the specific object that is authorized.

For example, the access policy allows user A to perform the
GetBucket operation on the resource SampleBucket. The resource is
SampleBucket.

Condition

Composed of one or more condition clauses. A condition clause is
composed of the keyword, operation type, and value.

Keywords

The keyword of the condition. For more information, see Keywords.

Operation Type

The operation type of the condition
The following operation types are supported:

+ String

+ Date and time
+ Boolean

+ |P address

For the methods that each operation type supports, see Methods
supported by operation types.

Value

The value of the condition

Table 8-5: Keywords

Keyword

Type Description

acs:CurrentTime

Date and time The time when the Web
server receives the request,
which is in the format of ISO
8601. For example, 2012-11-
11T23:59:59Z.




Keyword

Type Description

acs:SecureTransport

Boolean Whether the secure channel (
for example, HTTPS) is used
for sending the request

acs:Sourcelp

IP address The client IP address when
the request is sent

oss:Delimiter

String The delimiter used by OSS
to divide object names into
groups

oss:Prefix

String The prefix of the OSS object
name

Table 8-6: Methods supported by operation types

Operation type

Method

String

» StringEquals

+ StringNotEquals

« StringEqualslgnoreCase

» StringNotEqualsignoreCase
» StringLike

+ StringNotLike

Current time

+ DateEquals

+ DateNotEquals

+ DatelLessThan

» DatelLessThanEquals

+ DateGreaterThan

» DateGreaterThanEquals

Date and time

» DateEquals

» DateNotEquals

+ DatelLessThan

» DatelLessThanEquals

+ DateGreaterThan

+ DateGreaterThanEquals

Boolean

Bool

IP address

* IpAddress
* NotlpAddress




8. Click Add Condition and then click Add Rules.

The authorization policy details are automatically generated in the Authorization Policy field.

9. Click OK to create the RAM authorization policy.

8.4.2 View RAM authorization policy details
The administrator can view the RAM authorization policy details to learn about the name,

department, region, and created time of that authorization policy.
Prerequisites

A RAM authorization policy is created. For more information, see Create a RAM authorization
policy.

Procedure
1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource

Access Management.
3. On the Resource Access Management page, click the RAM Authorization Policy tab.

4. Optional: Select the department and region where the RAM authorization policy resides from
the Department and Region drop-down lists and enter the authorization policy name in the

Policy Name field. Click Search to query the RAM authorization policy.

5. Find the RAM authorization policy that you want to view. Click the |5<: icon in the Actions
u]u}

column and select View Details.
On the Policy Details page, view the authorization policy details, namely the name, type,

version number, the number of times that the authorization policy is referenced, created time,

and description.
8.4.3 Delete a RAM authorization policy
The administrator can delete a RAM authorization policy that is no longer in use.
Prerequisites

A RAM authorization policy is created. For more information, see Create a RAM authorization
policy.
Procedure

1. Log on to the Apsara Stack console as an administrator.



. In the top navigation bar, choose Console > Compute, Storage & Networking > Resource
Access Management.
. On the Resource Access Management page, click the RAM Authorization Policy tab.

. Optional: Select the department and region where the RAM authorization policy resides from
the Department and Region drop-down lists and enter the authorization policy name in the

Policy Name field. Click Search to query the RAM authorization policy.

. Find the RAM authorization policy to be deleted. Click the |m::| icon in the Actions column and
0

select Delete.

. In the displayed dialog box, click OK.



9 System maintenance

9.1 Department management
9.1.1 Create a department

The administrator can create a department to store projects and resources in the projects.
Context

After the Apsara Stack console is deployed, a root department is created by default. You can
create departments under the root department. The departments appear hierarchically and you

can add sub-departments under each level of the department.

Departments added under the root department are level-1 departments and departments added

under the level-1 departments are level-2 departments. Other departments are added in a similar

way. In the Apsara Stack console, the sub-departments of a department refer to departments of all

levels under the department.

Departments reflect the tree structure of an enterprise or business unit. A user can only belong to

one department.

You can create a department under an existing department. The created department is a sub-
department of the existing department.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Department Management.
3. Select a department and click Add Department.

4. In the displayed Add Department dialog box, enter the department name.

The name must be 2 to 50 characters in length and can contain letters and numbers.

5. Click OK.

9.1.2 Change the department name

If the department information is changed, the administrator can change the department name.
Procedure

1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > User Center > Department Management.



3. Select the department whose name you want to change and click Change Department.

4. In the displayed dialog box, change the department name and click OK.

9.1.3 View projects of a department
The administrator can view projects of a department to learn about the project information in the

department.
Context

Departments reflect the tree structure of an enterprise or business unit. A department can have
multiple projects.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Department Management.

3. Select the department that you want to view.

Projects of this department appear in the right list.

9.1.4 Obtain the AccessKey of a department
The administrator can obtain the department AccessKey.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Department Management.

3. Select a department and click Get AccessKey to obtain the account name, AccessKey, and

PrimaryKey of the department.

Note:
The system automatically allocate the Apsara Stack account name, AccessKey, and
PrimaryKey to the level-1 department. The sub-departments use the same account name,

AccessKey, and PrimaryKey as their level-1 department.

9.1.5 Delete a department

The administrator can delete a department that is no longer in use.

Prerequisites

Note:



Make sure that the department to be deleted does not contain any users, projects, or sub-

departments. Otherwise, the department cannot be deleted.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Department Management.

3. Select the department to be deleted and click Delete Department.

9.2 Project management
9.2.1 Create a project

You must create a project before applying for resources.
Prerequisites

Make sure that a department is created before creating a project. For more information, see

Create a department.
Context
You can create at most 20 projects under each level-1 department.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Project Management.
3. On the Project Management page, click Add Projects.

4. In the displayed Add Projects dialog box, enter the project name and select a department to

which the project belongs.

5. Click OK.
9.2.2 Add a project member

You can add a member to a project to allow the member to use the resources of the project.
Prerequisites

Before adding a project member, make sure that:

* A project is created. For more information, see Create a project.

« A user is created. For more information, see Create a user.

Context



The members of a project have the permissions to use resources of the project.

Deleting resources from a project does not affect the members of the project. Similarly, deleting

members from a project does not affect the resources of the project.

You can delete the project members that are no longer in use. A deleted project member cannot

access the resources of the project.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Project Management.
3. Find the project that you want to add members. Click the g__ icon in the Actions column and
select View Details.
4. Click the Project Members tab.
5. Click Add Members.
6. In the displayed Add Project Members dialog box, select a department and the corresponding
project members.
7. Click OK.
To remove one or more members from the project, complete the following steps:
a. Select one or more members and click Delete Members.
b. In the displayed Delete Members dialog box, select Yes.
c. Click OK.
Result

The project member is added. You can view information about this member in the project member

list.

9.2.3 Change the project name

If the project information is changed, the administrator can change the project name.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Project Management.
3. Find the project that you want to change the name. Click the |3:| icon in the Actions column
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and select Change Project Name.



4. In the displayed dialog box, change the project name and click OK.

9.2.4 View project details
The administrator can view project details to learn about the basic information of a project,

including the name, ID, department, created time, and headcount.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Project Management.

3. Find the project that you want to view. Click the || icon in the Actions column and select
a]s]

View Details.

4. On the Project Details page, view the project details.

9.2.5 View project members

To use resources of a project, you must be a member of the project. Check if you are in the

member list of the project.
Context

The members of a project have the permissions to use resources of the project.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Project Management.

3. Find the project. Click the |3 icon in the Actions column and select View Details.
u)u}

4. On the Project Details page, click the Project Members tab. You can view all the members of

the project and their contact information.

9.2.6 View resource information of a project

If you want to use certain cloud resources, you can view the resource information of a project in

the project resource list.
Context
The project resource list displays all cloud resources of the project.

Procedure

1. Log on to the Apsara Stack console as an administrator.



2. In the top navigation bar, choose Console > User Center > Project Management.

3. Find the project. Click the o</ icon in the Actions column and select View Details.

4. On the Project Details page, click the Project Resources tab.
5. On the Project Resources tab, view all cloud resources of the project.
6. Click the tab of a cloud product.

7. Find the resource. Click the |0+ icon in the Actions column and select View Details to view

the resource details.

9.2.7 Release resources

The administrator can release the resources that are no longer in use in a project.
Procedure

1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > User Center > Project Management.

3. Find the project. Click the o</ icon in the Actions column and select View Details.

4. Select the Project Resources tab and then:
* Release a single resource.

Click the tab of a cloud product. Find the resource to be released. Click the |o: icon in the

Actions column and select Release Resources. In the displayed dialog box, click OK.

* Release multiple resources.
Click the tab of a cloud product. Select multiple resources to be released, and then click
Delete in the upper-right corner.
9.2.8 Delete a project
If a project is finished or changed, the administrator can delete the project that is no longer in use.

Prerequisites

Note:

Make sure that the project to be deleted does not contain any resources or project members.

Context



Note:

If a project contains resources or project members, it cannot be deleted.

Procedure

1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Project Management.

3. Find the project to be deleted. Click the [m::| icon in the Actions column and select Delete

Project.

4. Click OK.

9.3 Role management

9.3.1 Default roles

The system provides six default roles.

Role name Description
Super Administrator Initializes system and deploys cloud
System Administrator Has the (read and write) permission to manage

all resources on the cloud platform and on-site

Global Resource Inspector Has the (read-only) permission to view all
resources on the cloud platform

Department Manager Has the permission to add, delete, and modify
users in the department that the role belongs to

Resource Inspector Has the (read-only) permission to view
resources in the department that the role
belongs to on the cloud platform

Resource User Has the (read and write) permission to manage
resources that belong to the role on the cloud
platform

9.3.2 Add a custom role

The administrator can add custom roles in the Apsara Stack console to better assign permissions

to users.

Context



A role is a collection of access permissions. Each role corresponds to a range of permissions. A
user can have multiple roles, which means that this user has all the permissions defined in these

roles. You can use a role to grant the same permissions to a group of users.

The system has six roles by default on the user side. The super administrator initializes system
information and creates system administrators. Both system administrators and department

managers are administrators, and the rest of default roles are normal users.
Before adding a custom role, note that:

» To add or change users, you must have the permissions to manage users and projects.

* To create Virtual Private Cloud (VPC)-related resources, you must have the permissions to
view VPC instances, users, and projects, and permissions to manage users and projects.

» To create alert rules, you must have the permissions to manage the CloudMonitor Center.

» The total number of custom and default roles cannot exceed 20.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Role Management.

3. Click Add Role. The Add Roles dialog box appears.

Complete the configurations. For more information, see Role configurations.

Table 9-1: Role configurations

Configuration |Description

Role Name The name of the role, which must be 1 to 15 characters in length and
contain letters or numbers

Description (Optional) The description of the role, which must be 0 to 100 characters in
length and contain letters, numbers, commas (,), semicolons (;), periods (.),
underscores (_), and spaces

Permission . Department
Scope
The permissions apply to all departments of the corresponding modules.

* Current Department/Subdepartments

The permissions apply to the department to which the user belongs and

its subdepartments.

* Project




Configuration | Description

The permissions apply to the projects to which the user is added.

Select Specify the operation permissions to cloud products
Permissions To select all the permissions of a specific module, double-click the module.
To select all the permissions of all modules, click Import.

4. Click OK.

9.3.3 View role details

The administrator can view permissions of a role on the Role Management page.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Role Management.

3. Find the role whose permissions you want to view. Click the [ ~, | icon in the View

Permissions column. View the permissions of this role in the displayed dialog box.
9.3.4 Change a custom role
The administrator can change the description and permissions of a custom role.

Context

Note:

System default roles cannot be changed.

Procedure

-—

. Log on to the Apsara Stack console as an administrator.

N

. In the top navigation bar, choose Console > User Center > Role Management.

3. Find the role to be changed. Click the o/ icon in the Actions column and select Change.
u)u

»

. In the displayed dialog box, change the description, permission scope, and permission list of

the role.

5. Click OK.



9.3.5 Delete a custom role

The administrator can delete a custom role that is no longer in use to manage roles better.

Context

Note:

System default roles cannot be deleted.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > Role Management.

3. Find the role to be deleted. Click the [« icon in the Actions column and select Delete.
a0

The Confirm Deletion dialog box appears.

4, Click OK.

9.4 User management

9.4.1 Create a user

The administrator can create users and assign roles to users to meet their access control

requirements on the system.
Prerequisites
Before creating a user, make sure that:

* A department is created. For more information, see Create a department.

» A custom role is created if you want to customize the role. For more information, see Add a

custom role.

Procedure

-—

. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.
4

. Click Add. The Add User dialog box appears.

[$,]

. Configure the user information.



Configurat | Description

ion

Username | The cloud platform account name of the user. The name must be 3 to 30
characters in length and can contain letters, numbers, hyphens (-), underscore
s (_), and at signs (@). It must start with a letter or a number.

Display The name must be 2 to 30 characters in length and can contain letters,

Name numbers, hyphens (-), underscores (_), and at signs (@).

Role Select a role for the user.

Department | Select the department to which the user belongs.

Logon Select a logon policy for the user. It restricts the time period and IP addresses

Policy for the user to log on. By default, the default policy is automatically bound to
newly created users.

Note:

The default policy does not restrict the time period and IP addresses for
users to log on. To restrict the logon time and IP addresses of a user, you
can change the user's logon policy or create a logon policy for the user. For
more information, see Create a logon policy.

Cell Phone | The mobile phone number of the user. It is used to notify the user of resource

Number applications and usage by SMS. Make sure that the entered mobile phone
number is correct.

Note:

If the number is changed, update it in time on the platform.

Landline (Optional) The landline number of the user. It must be 4 to 20 characters in
length and can contain numbers (0 to 9) and hyphens (-).

Email The email address of the user. It is used to notify the user of resource

applications and usage by email. Make sure that the entered email address is
correct.

Note:

If the email address is changed, update it in time on the platform.

For the relationships among departments, users, and roles, see Configuration of system

initialization.

6. Click OK.




9.4.2 View basic information of a user
The administrator can view the basic information of a user to learn about the department, role, and

contact information of the user.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.

4. Find the user whose basic information you want to view. Click the g/ icon in the Actions
u]u|

column and select User Information to view the basic information of the user.

9.4.3 Change user information

If the user information is changed, the administrator can change the display name and contact
information of the user.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.
4

. Find the user to be changed. Click the |3 icon in the Actions column and select Change.
u)u

5. In the displayed Change User dialog box, change the display name and contact information of

the user.

For more information about how to change the personal information, see Change personal

information.

9.4.4 Change the logon policy of a user
For better management, the administrator can change the logon policy of a user to change the

permitted logon time and IP addresses for the user.
Prerequisites
A logon policy is created. For more information, see Create a logon policy.

Procedure
1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > User Center > User Management.



Click the Users tab.

Find the user. Click the |o::| icon in the Actions column and select Assign Logon Policy.
u|u|

In the displayed Assign Logon Policy dialog box, select the logon policy.
Click OK.

After the logon policy of the user is changed, the user is limited by the new policy.

If the user does not want to be limited by the bound logon policy, the user must submit an
application to the administrator. After approving the application, the administrator binds a logon

policy that meets the user's requirements to the user.

9.4.5 Change user roles

The administrator can change user roles by adding, changing, or deleting roles for a user.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.
4. Find the user to be changed. Click the g__ icon in the Actions column and select Authorize.
5. In the Role field, add, change, or delete roles for the user as required.
6. Click OK.

9.4.6 Authorize third-party access

To call APIs of the Apsara Stack console, the administrator must authorize third-party access to

obtain the third-party AccessKey.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.
4. Find the user. Click the g__ icon in the Actions column and select Authorize Third-Party
Access.
5. In the displayed dialog box, click Authorize.



Note:
Authorize Third-Party Access is enabled by default. You can click Recreate an AccessKey

or Remove the AccessKey in the displayed dialog box.

To view the third-party AccessKey, see View third-party AccessKey.

9.4.7 Reset logon password

The administrator can reset the logon passwords for users if they forget their logon passwords.
Prerequisites

Only users who have the write permission to user management and project management can
reset the logon passwords.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.

4. Find the user. Click the [o+: icon in the Actions column and select User Information.

5. On the User Information page, click Reset Password. The system automatically generates a

new password and sends the new password to the user by SMS.
6. In the displayed Reset Password dialog box,

» Click Reset and Download. The user password is reset to the initial password and locally

downloaded in the TXT format.

+ Click Reset Only. The user password is reset to the initial password.

9.4.8 Export initial password
If Reset Only is selected when the logon password is reset, the administrator can export the initial

user password and notify the user of the corresponding logon password orally.
Prerequisites
The password is reset. For more information, see Reset logon password.

Procedure
1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > User Center > User Management.



3. Click the Users tab.

4. Select the user whose initial password you want to export and click Export Initial User

Password.

The password file User | ni t Passwor d. t xt is generated.

9.4.9 Enable and disable a user
To prevent a user from logging on to the Apsara Stack console, the administrator can disable the

user. A disabled user must be enabled before logging on to the Apsara Stack console.

Context
A user is activated by default after being created.

Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.

4. Perform the following operations:

* Find an Enabled user. Click the |o+ icon in the Actions column and select Disable to
u[n|

disable this user.

« Find a Disabled user. Click the |0« icon in the Actions column and select Enable to
m[n|

enable this user.
9.4.10 Delete a user
The administrator can delete a user based on business requirements.
Prerequisites
The user has been removed from all projects. For more information, see Add a project member.

Procedure

-—

. Log on to the Apsara Stack console as an administrator.
. In the top navigation bar, choose Console > User Center > User Management.

. Click the Users tab.

AW

. Find the user. Click the g« icon in the Actions column and select Delete.
a0
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. In the displayed dialog box, click OK.



The deleted user still exists in the database, but does not belong to any department or have

any role, and cannot log on to the Apsara Stack console.

9.4.11 Restore a user

After a user is deleted, the administrator can locate and restore the user in the Deleted Users list.
Context

Except for the department and role, the other basic information and the logon password of a
recovered user are the same as those before the user was deleted.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Deleted Users tab.

4. Find the user to be restored. Click the |o+| icon in the Actions column and select Restore.
a0

The Recover User dialog box appears.

5. Select a department and a role and then click OK.

9.5 Logon policy management

9.5.1 Create a logon policy

The administrator can configure logon polices to control the logon address and time of users.
Context

A logon policy is used to control the logon time and address of users. After binding a logon policy
to a user, the user can only log on to the Apsara Stack console within the time period and IP

addresses configured in the logon policy.

A default logon policy is automatically generated when the Apsara Stack console provides
services. This policy does not have any limits on the logon time and address, and cannot be

deleted.

With the logon policies configured, users can access the Apsara Stack console at the permitted

time and from permitted IP addresses. This improves the security of the console.

Procedure

1. Log on to the Apsara Stack console as an administrator.



2. In the top navigation bar, choose Console > User Center > Logon Policy Management.

3. Click Create Policy.

4. In the displayed Configure Policy dialog box, enter the policy name, permitted logon time, and

permitted logon address.

Table 9-2: Logon policy configurations

Configuration

Description

Policy Name

The name must be 1 to 15 characters in length and contain letters or
numbers, but must not be the same as an existing policy name. The
name of the default policy cannot be changed.

Logon/Logoff Time

The permitted logon time is a time period. After being configured, users
can only log on to the Apsara Stack console during the specified time
period.

Client IP Address

The permitted logon address is an IP address Classless Inter-Domain
Routing (CIDR) block. After being configured, users can only log on to
the Apsara Stack console from the IP addresses within the specified
CIDR block.

5. Click OK.

6. Optional: Bind a logon policy to a user. For more information, see Change the logon policy of a

user.

Note:

» After binding a logon policy to a user, this user can only log on to the Apsara Stack console

at the permitted time and from permitted IP addresses configured in the policy.

+ |f the user does not want to be limited by the bound logon policy, the user must submit an

application to the administrator. After approving the application, the administrator binds a

logon policy that meets the user's requirements to the user.

What's next

After creating a logon policy, you can change or delete the existing logon policy.

» Find the logon policy to be changed. Click the |3 icon in the Actions column and select

Change to change the policy.




* Find the logon policy to be deleted. Click the |z icon in the Actions column and select Delete
a]s|

to delete the policy.

Note:

You cannot delete the default logon policy.

9.5.2 View a logon policy
The administrator can view a logon policy to learn about the permitted logon time and IP

addresses of a user.
Context

A default logon policy is automatically generated when the Apsara Stack console provides

services. This policy does not have any limits on the logon time and IP addresses.
Procedure

1. Log on to the Apsara Stack console as an administrator.

2. In the top navigation bar, choose Console > User Center > Logon Policy Management.

3. Optional: Enter the policy name in the search bar and click Search.

The search result appears.

4. View the logon policy, namely the permitted logon time and IP addresses of users.

9.5.3 Bind a logon policy to multiple users
You can bind the same logon policy to different users. Users are limited by the logon policy when

logging on to the Apsara Stack console.
Prerequisites

« Users are created. For more information about how to create users, see Create a user.

* Alogon policy is created. For more information about how to create a logon policy, see Create
a logon policy.
Procedure
1. Log on to the Apsara Stack console as an administrator.
2. In the top navigation bar, choose Console > User Center > User Management.
3. Click the Users tab.

4. Select multiple users and click Assign Logon Policy to bind a logon policy to multiple users.



9.6 Configure storage path for attachments

You can specify the storage path for uploaded attachments by configuring the system OSS.
Prerequisites

Before configuring the system OSS, select an OSS bucket as the system OSS and obtain the
AccessKey ID and AccessKey Secret. AccessKey ID and AccessKey Secret are used to identify a

visitor. The system uses AccessKey ID and AccessKey Secret to access OSS.
Obtain AccessKey ID and AccessKey Secret as follows:

1. Log on to the Apsara Stack console as a system administrator.

2. In the top navigation bar, choose Console > Compute, Storage & Networking > Object
Storage Service. In the bucket list, view the region and department to which the bucket
belongs.

3. In the top navigation bar, choose Console > User Center > Department Management. In the
department tree, find the region and department of the bucket. Select the department and then

click Get AccessKey.
Context

By default, the storage path for attachments is not configured in the Apsara Stack console, and no
attachment upload function is available. Configure the system OSS to specify the storage path for

attachments to implement the high-reliability storage of large numbers of attachments.

Procedure

1. Log on to the Apsara Stack console as a system administrator.

2. In the upper-right corner, click the icon to the System Configuration page.

3. Click the Storage Configuration tab.
4. Set Storage Type to OSS.

5. Configure the system OSS.

For more information about the configurations, see System OSS configurations.

Table 9-3: System OSS configurations

Configuration |Description

OSS Endpoint | The endpoint address of OSS. Obtain the endpoint by viewing the bucket
details.




Configuration |Description

Bucket Name | The name of the bucket.

AKID and AK | The keys used to access OSS. AccessKey ID is used to identify a user, and
Secret AccessKey Secret is a key used to authenticate a user.

6. Click Save.

7. Click Test Connection.

To change the OSS configuration, click Reset and configure the system OSS again.

9.7 Configure ECS startup

On the Resource Notification Configuration tab, configure whether to automatically start the
ECS instance after it is created.
Procedure

1. Log on to the Apsara Stack console as a system administrator.

2. In the upper-right corner, click the icon.

3. On the System Configuration page, click the Resource Notification Configuration tab.

4. In the ECS Startup Configuration section, select the Automatically start the ECS instance

after it is created check box.
5. Click Save.

A system prompt appears, indicating the instance has been configured.

9.8 Configuration of system style

9.8.1 Configure the theme

You can change the theme of system as required.
Procedure

1. Log on to the Apsara Stack console as an administrator.

2. In the upper-right corner, click the icon to go to the System Configuration page.

3. Click Theme Configuration tab.

4. Select the theme type as required, and then click Save.



10 Personal information management

10.1 Change personal information
If your personal information is changed, you can change the basic information of the personal
information.
Procedure
1. Log on to the Apsara Stack console.
2. In the upper-right corner, click your avatar and select Personal Information.
3. Click Change at the right of the item that you can change.
4. Change the information.

5. Then, click Save.

10.2 View AccessKey of your personal account

To guarantee the security of cloud resources, the system must verify the identity of the visitor to

make sure the visitor has the related permissions. To access the cloud resources, you must obtain

the AccessKey ID and AccessKey Secret of your personal account to authorize your logon.
Procedure

1. Log on to the Apsara Stack console.

2. In the upper-right corner, click your avatar and select Personal Information.

3. In the Alibaba Cloud AccessKey section, view the AccessKey information of your personal

account.

Alibaba Cloud AccessKey

AccessKey ID and AccessKey Secret is the credential to access your Alibaba Cloud resources with full permissions. You should save the credential in a secure place.

w
5
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Note:
AccessKey ID and AccessKey Secret are keys for you to access the cloud resources with full

permissions. Keep them properly.



10.3 View third-party AccessKey
If a third-party application calls the cloud control platform, you must obtain the AccessKey ID and
AccessKey Secret used to authorize the logon of the third-party application.
Procedure
1. Log on to the Apsara Stack console.
2. In the upper-right corner, click your avatar and select Personal Information.

3. In the Third-Party AccessKey section, view the third-party AccessKey information.

Third-Party AccessKey

{ey ID and AccessKey Secret is the credential to use your Alibaba Cloud management console with full permissions. You should save the credential in a secure place

Note:
AccessKey ID and AccessKey Secret are keys for you to call the cloud control platform with

full permissions. Keep them properly.

10.4 Change your avatar
You can change your avatar in the system by selecting a default avatar or uploading a custom
avatar.
Procedure
1. Log on to the Apsara Stack console.
2. In the upper-right corner, click your avatar and select Personal Information.
3. On the Personal Information page, click Change Profile Picture under the avatar.

4. In the Change Profile Picture dialog box, change your avatar.

+ Click the Default Avatar tab. Click the avatar and then click OK. The avatar is changed.

* Click the Custom Avatar tab. Click Upload Files. Select the picture and then click Open.
The picture appears in the preview section. Crop the picture as required. Then, click OK.

The avatar is changed.

10.5 Change your logon password

To improve security, change your logon password in time.

Procedure

1. Log on to the Apsara Stack console.



2. In the upper-right corner, click your avatar and select Personal Information.
3. On the Personal Information page, click Change Logon Password under the avatar.

4. In the Change Logon Password dialog box, enter the current password, new password, and

confirm password.

Change Logon Password

Cancel

5. Then, click OK.



11 Elastic Compute Service (ECS)

11.1 What is ECS

11.1.1 Overview
Elastic Compute Service (ECS) is a type of computing service that features elastic processing
capabilities. As compared with the physical servers, ECS is more user-friendly and can be
managed more efficiently. You can create instances, resize disks, and add or release any number

of ECS instances any time according to your business demands.

As a virtual computing environment made up of the basic components such as CPU, memory,
and storage, an ECS instance is provided by ECS for you to carry out relevant operations. It is the
core concept of ECS and you can perform actions on ECS instances on the ECS console. As for
other resources such as block storage, images, and snapshots, they cannot be used until being
integraed with ECS instances. Figure 11-1: Concept of an ECS instance illustrates the services

supported by an ECS instance.



Figure 11-1: Concept of an ECS instance

Block
Storage : Instance

rrsennsssns Types
5 AY

: Elastic ,
: Compute :
Service
Images : : . Snapshots
: E \
Bandwidth Security
Groups

ECS Console

11.1.2 Instance types
Instance is the minimum unit for providing computing services, and its type reflects the computing

capacity.

For an ECS instance, its type specifies two attributes, its CPU (including model and clock speed),
and memory. To determine the scenario, however, you must select the image, disk, and network

service at the same time.



Instance |Instance [VCPU |Memory|Local |Bandwidth|Packet NIC ENI (
type type (Core) | (GiB) [storage | (Gbit/s) forwarding queues |including
family (GiB) rate ( 1 primary
Thousand elastic
pps) NIC)
n4 ecs.n4. 1 2.0 N/A 0.5 50 1 1
small
ecs.n4. |2 4.0 N/A 0.5 100 1 1
large
ecs.n4. |4 8.0 N/A 0.8 150 1 2
xlarge
ecs.n4. |8 16.0 N/A 1.2 300 1 2
2xlarge
ecs.n4. |16 32.0 N/A 25 400 1 2
4xlarge
ecs.n4. |32 64.0 N/A 5.0 500 1 2
8xlarge
mn4 ecs.mn4. | 1 4.0 N/A 0.5 50 1 1
small
ecs.mn4. |2 8.0 N/A 0.5 100 1 1
large
ecs.mn4. |4 16.0 N/A 0.8 150 1 2
xlarge
ecs.mn4. |8 32.0 N/A 1.2 300 1 2
2xlarge
ecs.mn4. |16 64.0 N/A 25 400 1 2
4xlarge
ecs.mn4. | 32 128.0 N/A 5.0 500 2 8
8xlarge
xn4 ecs.xn4. |1 1.0 N/A 0.5 50 1 1
small
e4 ecs.e4. |1 8.0 N/A 0.5 50 1 1
small
ecs.ed. |2 16.0 N/A 0.5 100 1 1

large




Instance |Instance [VCPU |Memory|Local |Bandwidth|Packet NIC ENI (
type type (Core) | (GiB) [storage | (Gbit/s) forwarding queues |including
family (GiB) rate ( 1 primary
Thousand elastic
pps) NIC)
ecs.e4. |4 32.0 N/A 0.8 150 1 2
xlarge
ecs.e4. |8 64.0 N/A 1.2 300 1 3
2xlarge
ecs.e4. |16 128.0 N/A 25 400 1 8
4xlarge
snine ecs. 2 4.0 N/A 1.0 300 2 2
snine.
large
ecs. 4 8.0 N/A 1.5 500 2 3
snine.
xlarge
ecs. 8 16.0 N/A 2.0 1,000 4 4
snine.
2xlarge
ecs. 12 24.0 N/A 25 1,300 4 6
snine.
3xlarge
ecs. 16 32.0 N/A 3.0 1,600 4 8
snine.
4xlarge
ecs. 24 48.0 N/A 4.5 2,000 6 8
snine.
6xlarge
ecs. 32 64.0 N/A 6.0 2,500 8 8
snine.
8xlarge
sn2ne ecs. 2 8.0 N/A 1.0 300 2 2
sn2ne.

large




Instance |Instance [VCPU |Memory|Local |Bandwidth|Packet NIC ENI (
type type (Core) | (GiB) [storage | (Gbit/s) forwarding queues |including
family (GiB) rate ( 1 primary
Thousand elastic
pps) NIC)
ecs. 4 16.0 N/A 1.5 500 2 3
sn2ne.
xlarge
ecs. 8 32.0 N/A 2.0 1,000 4 4
sn2ne.
2xlarge
ecs. 12 48.0 N/A 25 1,300 4 6
sn2ne.
3xlarge
ecs. 16 64.0 N/A 3.0 1,600 4 8
sn2ne.
4xlarge
ecs. 24 96.0 N/A 4.5 2,000 6 8
sn2ne.
6xlarge
ecs. 32 128.0 N/A 6.0 2,500 8 8
sn2ne.
8xlarge
ecs. 56 224.0 N/A 10.0 4,500 14 8
sn2ne.
14xlarge
selne ecs. 2 16.0 N/A 1.0 300 2 2
selne.
large
ecs. 4 32.0 N/A 1.5 500 2 3
selne.
xlarge
ecs. 8 64.0 N/A 2.0 1,000 4 4
selne.

2xlarge




Instance |Instance [VCPU |Memory|Local |Bandwidth|Packet NIC ENI (
type type (Core) | (GiB) [storage | (Gbit/s) forwarding queues |including
family (GiB) rate ( 1 primary
Thousand elastic
pps) NIC)
ecs. 12 96.0 N/A 25 1,300 4 6
selne.
3xlarge
ecs. 16 128.0 N/A 3.0 1,600 4 8
selne.
4xlarge
ecs. 24 192.0 N/A 4.5 2,000 6 8
selne.
6xlarge
ecs. 32 256.0 N/A 6.0 2,500 8 8
selne.
8xlarge
ecs. 56 480.0 N/A 10.0 4,500 14 8
selne.
14xlarge
sel ecs.sel. |2 16.0 N/A 0.5 100 1 2
large
ecs.sel. |4 32.0 N/A 0.8 200 1 3
xlarge
ecs.se1. |8 64.0 N/A 1.5 400 1 4
2xlarge
ecs.sel. |16 128.0 N/A 3.0 500 2 8
4xlarge
ecs.sel. |32 256.0 N/A 6.0 800 3 8
8xlarge
ecs.sel. |56 480.0 N/A 10.0 1,200 4 8
14xlarge
ebmg5 |ecs. 96 384.0 N/A 10.0 4,000 8 32
ebmg5.

24xlarge




Instance |Instance [VCPU |Memory|Local |Bandwidth|Packet NIC ENI (
type type (Core) | (GiB) [storage | (Gbit/s) forwarding queues |including
family (GiB) rate ( 1 primary
Thousand elastic
pps) NIC)
i2 ecs.i2. 4 32.0 1*894 (1.0 500 2 3
xlarge
ecs.i2. 8 64.0 1*1, 2.0 1,000 2 4
2xlarge 788
ecs.i2. 16 128.0 2*1, 3.0 1,500 4 8
4xlarge 788
ecs.i2. 32 256.0 |4*1, 6.0 2,000 8 8
8xlarge 788
ecs.i2. 64 512.0 81, 10.0 4,000 16 8
16xlarge 788
d1 ecs.d1. |8 32.0 4*5, 3.0 300 1 4
2xlarge 500
ecs.d1. |12 48.0 6 *5, 4.0 400 1 6
3xlarge 500
ecs.d1. |16 64.0 8 * 5, 6.0 600 2 8
4xlarge 500
ecs.d1. |24 96.0 12*5, |8.0 800 2 8
6xlarge 500
ecs.d1 32 128.0 12*5, [10.0 1,000 4 8
-c8d3. 500
8xlarge
ecs.d1. |32 128.0 16*5, [10.0 1,000 4 8
8xlarge 500
ecs.d1- |56 160.0 12*5, [17.0 1,800 6 8
c14d3. 500
14xlarge
ecs.d1. |56 2240 ([28*5, |17.0 1,800 6 8
14xlarge 500
scchbib |ecs. 64 192.0 N/A 10.0 4,500 8 32
scchbib.

16xlarge




Instance |Instance [VCPU |Memory|Local |Bandwidth|Packet NIC ENI (
type type (Core) | (GiB) [storage | (Gbit/s) forwarding queues |including
family (GiB) rate ( 1 primary
Thousand elastic
pps) NIC)
sccgbib | ecs. 96 384.0 N/A 10.0 4,500 8 32
sccgbib.
24xlarge
reb ecs.re5. |60 990.0 N/A 10.0 1,000 16 8
15xlarge
ecs.re5. 120 1,980.0 [N/A 15.0 2,000 16 15
30xlarge
ecs.re5. |180 2,970.0 |N/A 30.0 4,500 16 15
45xlarge
sn1 ecs.sn1. |2 4.0 N/A 0.5 100 1 2
medium
ecs.sni1. |4 8.0 N/A 0.8 200 1 3
large
ecs.sn1. |8 16.0 N/A 1.5 400 1 4
xlarge
ecs.sn1. |16 32.0 N/A 3.0 500 2 8
3xlarge
ecs.sn1. |32 64.0 N/A 6.0 800 3 8
7xlarge
sn2 ecs.sn2. |2 8.0 N/A 0.5 100 1 2
medium
ecs.sn2. |4 16.0 N/A 0.8 200 1 3
large
ecs.sn2. |8 32.0 N/A 1.5 400 1 4
xlarge
ecs.sn2. |16 64.0 N/A 3.0 500 2 8
3xlarge
ecs.sn2. |32 128.0 N/A 6.0 800 3 8

7xlarge




Instance |Instance [VCPU |Memory|Local |Bandwidth|Packet NIC ENI (
type type (Core) | (GiB) [storage | (Gbit/s) forwarding queues |including
family (GiB) rate ( 1 primary
Thousand elastic
pps) NIC)
ecs.sn2. |56 224.0 N/A 10.0 1,200 4 8
14xlarge
Instance| Instance| vCPU [ Memory| Local | Bandwidth| Packet NIC Instance| FPGA
type type ( (GiB) |storage (Gbit/s) |forwarding|queues| type
family Core (GiB) rate ( family
) Thousand
pps)
1 ecs.f1 |8 60.0 N/A 3.0 400 4 4 Intel
-c8f1. ARRIA
2xlarge 10
GX
1150
ecs.f1 16 120.0 |N/A 5.0 1,000 4 8 2*
-c8f1. Intel
4xlarge ARRIA
10
GX
1150
ecs.f1- |28 112.0 |N/A 5.0 2,000 8 8 Intel
c28f1. ARRIA
Txlarge 10
GX
1150
ecs.f1- |56 224.0 |N/A 10.0 2,000 14 8 2*
c28f1. Intel
14xlarge ARRIA
10
GX
1150
3 ecs.f3- |16 64.0 N/A 5.0 1,000 4 8 1*
c16f1. Xilinx
4xlarge VU9P




Instance| Instance| vCPU [ Memory| Local |Bandwidth| Packet NIC Instance| FPGA

type type ( (GiB) |storage (Gbit/s) |forwarding|queues| type

family Core (GiB) rate ( family

) Thousand
pps)

ecs.f3- |32 128.0 |N/A 10.0 2,000 8 8 2*
c16f1. Xilinx
8xlarge VU9P
ecs.f3- |64 256.0 |N/A 20.0 2,500 16 8 4=
c16f1. Xilinx
16xlarge VU9P

Instance Instancel vCPU | Memory| Local [Bandwidth Packet NIC Instance| GPU

type type ( (GiB) |[storage (Gbit/s) |forwarding|queues| type

family Core (GiB) rate ( family

) Thousand
ppSs)

gn5 ecs.gnd |4 30.0 440 3.0 300 1 3 1*
-c4g1. NVIDIA
xlarge P100
ecs.gnb5 (8 60.0 440 3.0 400 1 4 1*
-c8g1. NVIDIA
2xlarge P100
ecs.gn5 (8 60.0 880 5.0 1,000 2 4 2*
-c4g1. NVIDIA
2xlarge P100
ecs.gn5 (16 120.0 |880 5.0 1,000 4 8 2*
-c8g1. NVIDIA
4xlarge P100
ecs.gn5 (28 112.0 |440 5.0 1,000 8 8 1*
-c28g1. NVIDIA
7xlarge P100
ecs.gn5 |32 240.0 |[1,760 [10.0 2,000 8 8 4*
-c8g1. NVIDIA
8xlarge P100




Instance Instance] vCPU | Memory| Local [Bandwidth Packet NIC Instance| GPU

type type ( (GiB) |[storage (Gbit/s) |forwarding|queues| type

family Core (GiB) rate ( family

) Thousand
pps)

ecs.gn5 |56 2240 |880 10.0 2,000 14 8 2=
-c28g1. NVIDIA
14xlarge P100
ecs.gn5 |54 480.0 3,520 ([25.0 4,000 14 8 8*
-c8g1. NVIDIA
14xlarge P100

gn4 ecs.gn4 |4 30.0 N/A 3.0 300 1 3 1*
-c4g1. NVIDIA
xlarge M40
ecs.gn4 |8 30.0 N/A 3.0 400 1 4 1*
-c8g1. NVIDIA
2xlarge M40
ecs.gn4 |32 48.0 N/A 6.0 800 3 8 1*
.8xlarge NVIDIA

M40

ecs.gn4 |8 60.0 N/A 5.0 500 1 4 2*
-c4g1. NVIDIA
2xlarge M40
ecs.gn4 |16 60.0 N/A 5.0 500 1 8 2"
-c8g1. NVIDIA
4xlarge M40
ecs. 56 96.0 N/A 10.0 1,200 4 8 2=
gn4. NVIDIA
14xlarge M40

ga1l ecs.gal |4 10.0 1*87 |1.0 200 1 3 0.25*
xlarge AMD

S7150

ecs.gal |8 20.0 1*175|1.5 300 1 4 0.5*
.2xlarge AMD

S7150




Instance Instance] vCPU | Memory| Local [Bandwidth Packet NIC Instance| GPU
type type ( (GiB) |[storage (Gbit/s) |forwarding|queues| type
family Core (GiB) rate ( family
) Thousand
pps)
ecs.gal (16 40.0 1*350(3.0 500 2 8 1*
A4xlarge AMD
S7150
ecs.gal |32 80.0 1*700|6.0 800 3 8 2*
.8xlarge AMD
S7150
ecs. 56 160.0 |1*1, [10.0 1,200 4 8 4=
gal. 400 AMD
14xlarge S7150
gn>bi ecs. 2 8.0 N/A 1.0 100 2 2 1*
gnbi- NVIDIA
c2g1. P4
large
ecs. 4 16.0 N/A 1.5 200 2 3 1*
gnbi- NVIDIA
c4g1. P4
xlarge
ecs. 8 32.0 N/A 2.0 400 4 4 1*
gnbi- NVIDIA
c8g1. P4
2xlarge
ecs. 16 64.0 N/A 3.0 800 4 8 1*
gnbi- NVIDIA
c16g1. P4
4xlarge
ecs. 32 128.0 |N/A 6.0 1,200 8 8 2*
gnbi- NVIDIA
c16g1. P4
8xlarge
ecs. 56 2240 |[N/A 10.0 2,000 14 8 2=
gnbi- NVIDIA
c28g1. P4

14xlarge




Instance Instance] vCPU | Memory| Local [Bandwidth Packet NIC Instance| GPU

type type ( (GiB) |[storage (Gbit/s) |forwarding|queues| type

family Core (GiB) rate ( family

) Thousand
pps)

gn5e ecs. 10 58.0 N/A 2.0 150 1 6 1*
gnbe- NVIDIA
c11g1. P4
3xlarge
ecs. 22 116.0 |N/A 4.0 300 1 8 2*
gnbe- NVIDIA
c11g1. P4
5xlarge
ecs. 44 232.0 |[N/A 6.0 600 2 8 4
gnbe- NVIDIA
cl1g1. P4
11xlarge
ecs. 88 464.0 |N/A 10.0 1,200 4 15 8~
gnbe- NVIDIA
c11g1. P4
22xlarge

The following instance types are only applicable for environments that upgrade from V2 to V3.

Instance type family |Instance type vCPU (Core) Memory (GiB)

n1 ecs.n1.tiny 1 1.0
ecs.n1.small 1 2.0
ecs.n1.medium 2 4.0
ecs.n1.large 4 8.0
ecs.n1.xlarge 8 16.0
ecs.n1.3xlarge 16 32.0
ecs.n1.7xlarge 32 64.0

n2 ecs.n2.small 1 4.0
ecs.n2.medium 2 8.0
ecs.n2.large 4 16.0
ecs.n2.xlarge 8 32.0




Instance type family |Instance type vCPU (Core) Memory (GiB)
ecs.n2.3xlarge 16 64.0
ecs.n2.7xlarge 32 128.0
el ecs.e3.small 1 8.0
ecs.e3.medium 2 16.0
ecs.e3.large 4 32.0
ecs.e3.xlarge 8 64.0
ecs.e3.3xlarge 16 128.0
c1 ecs.c1.small 8 8.0
ecs.cl1.large 8 16.0
c2 ecs.c2.medium 16 16.0
ecs.c2.large 16 32.0
ecs.c2.xlarge 16 64.0
m1 ecs.m1.medium 4 16.0
ecs.m1.xlarge 8 32.0
m2 ecs.m2.medium 4 32.0
s1 ecs.s1.small 1 20
ecs.s1.medium 1 4.0
ecs.s1.large 1 8.0
s2 ecs.s2.small 2 2.0
ecs.s2.large 2 4.0
ecs.s2.xlarge 2 8.0
ecs.s2.2xlarge 2 16.0
s3 ecs.s3.medium 4 4.0
ecs.s3.large 4 8.0
t1 ecs.t1.small 1 1.0




11.1.3 Instance lifecycle

The lifecycle of an instance begins with creation and ends with release. This section introduces

such information of an instance as its status, status attributes, and corresponding API status.

Table 11-1: Lifecycle description shows the different states of an instance during its entire

lifecycle.

Table 11-1: Lifecycle description

Status

Status

attribute

Description

Corresponding API status

Creating
t ask

Intermediate
status

Instance creation in progress.
Waiting for start. If an instance is
in this status for a long time, an

exception occurs.

Pendi ng

Starting

Intermediate
status

It is the state entered by an
instance prior to the Runni ng
state before you perform a restart
or start operation for that instance
on the console or via an API. If an
instance is in this status for a long
time, an exception occurs.

Starting

Runni ng

Stable status

Indicates that the instance is
running smoothly. The instance in
this state can accommodate your
business needs.

Runni ng

St oppi ng

Intermediate
status

An instance is in this status after
the Stop operation is performed

on the console or using an API

but before the instance enters the
St op state. If an instance is in this
status for a long time, an exception
oCCurs.

St oppi ng

St op

Stable status

Indicates the instance has been
stopped normally. In this status,
the instance cannot accommodate
external services.

St opped

Re-
initializi
ng

Intermediate
status

An instance is in this status after
the system disk and/or data disk
is re-initialized in the console or

St opped




Status Status Description Corresponding API status
attribute

using an APl until it is Runni ng.
If an instance is in this status for a
long time, an exception occurs.

Repl aci ng [ Intermediate An instance is in this status after | St opped

System status the operating system is replaced
Di sk or another such operation is
performed on the console using an
API until, and before the instance
enters the Runni ng state. If an
instance is in this status for a long
time, an exception occurs.

Table 11-1: Lifecycle description describes mappings between console statuses and API statuses.

The API status chart is shown in Figure 11-2: API status chart.

Figure 11-2: API status chart
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11.2 Instructions before use

11.2.1 Overview

Learn about the precautions or restrictions before using ECS.
11.2.2 Prohibitions
Avoid the following don'ts when using an ECS instance.

* Do not upgrade the ECS kernel or operating system without prior authorization.

» Do not start SELinux for the other Linux systems except CentOS and RedHat.




e Do not detach PVDriver.

* Do not arbitrarily modify the MAC address of the network adapter.

11.2.3 Suggestions

To better use ECS, please consider the following suggestions.

» For ECS instances with memory above 4 GB, use a 64-bit operating system (a 32-bit operating
system has a 4 GB limitation in memory addressing).

» A 32-bit Windows operating system supports CPUs with up to four cores.

» To guarantee service continuity and avoid service unavailability due to downtime migration, we

recommend that you configure service applications to automatically start at system startup.

11.2.4 Restrictions

Learn about the restrictions on instance type families before using ECS.
General restrictions

* Windows does not support instance specifications higher than 64vCPU.

+ Virtual application installation and subsequent virtualization (for example, using VMware) are

not yet supported.

» Currently, ECS does not support sound card applications (only a GPU instance supports
analog audio cards) and cannot connect to external hardware devices (such as hardware

dongles, USB drives, external hard disks, and USB keys of banks).

» Currently, ECS does not support multicast protocols. If you want to use multicast services, we

recommend that you use the unicast point-to-point method.
Instance type family ga1

To create instance type family ga1, you need to use the following images pre-installed with drivers

+ Ubuntu16.04 pre-installed with the AMD GPU driver
* Windows Server 2016 Chinese Edition pre-installed with the AMD GPU driver
*  Windows 2008 R2 Chinese Edition pre-installed with the AMD GPU driver

Notes:

» The ga1 instance uses a driver optimized by Alibaba Cloud and AMD. The driver is included in
the image provided by Alibaba Cloud. Driver download link is not provided and driver installati

on by the client is not supported.



If the GPU driver fails to work properly because its related components are detached or

removed, you need to restore GPU-related functions by Change System Disks.

Note:

Changing system disks may cause data loss.

If the driver of a visual compute ga1 instance with GPUs fails to work properly because an
incorrect image is selected, you need to reselect an image pre-installed with the AMD GPU
driver through Change System Disks.

If you use an image of Windows 2008 or earlier versions, the function of Connect to
Management Terminal on the Alibaba Cloud console is unavailable after the installed GPU
driver takes effect. The management terminal is unresponsive with a black screen or stuck at
the startup interface. You can use other protocols to access the system, such as the remote
desktop protocol (RDP) of Windows.

The RDP of Windows does not support DirectX, OpenGL, and other related applications. You
need to install VNC and a client or configure other supported protocols, such as PCOIP and

XenDeskop HDX 3D.

Instance type family gn4

Bandwidth: Select a bandwidth.

Note:

If you use an image of Windows 2008 R2, the function of Connect to Management Terminal
on the Alibaba Cloud console cannot be used to connect to the gn4 instance after the installed

GPU driver takes effect. Therefore, you need to set the bandwidth to a non-zero value or bind

the created instance to an elastic public IP.

Image: Select an image.

If pre-installation of the NVIDIA GPU driver is unnecessary, you can select any image, and

Install the CUDA and GPU drivers for a Linux instance.

Instance type families gn5i and gn5

Bandwidth: Select a bandwidth.

Note:



If you use an image of Windows 2008 R2, the function of Connect to Management Terminal
on the Alibaba Cloud console cannot be used to connect to the gn5i or gn5 instance after the

installed GPU driver takes effect.

* Image: Select an image.

If pre-installation of the NVIDIA GPU driver is unnecessary, you can select any image, and

Install the CUDA and GPU drivers for a Linux instance.

11.2.5 Precautions for using ECS instances in Windows

Consider the following precautions before using a Windows instance.

+ If an instance uses a local disk as its data disk, there will be a risk of data loss. If you are
unable to ensure the reliability of the data architecture, we strongly recommend you to use a
cloud disk to establish your instance.

* Do not close the built-in shutdownmon.exe process. Otherwise, it may take longer to restart
your Windows server.

« For normal use of the server, do not rename, delete, or disable administrator accounts.

* The use of virtual memory is not recommended.

» If you have changed your computer name, you must synchronize the related key values in the
registry; otherwise, the computer name cannot be modified, causing a failure to install certain

third-party programs. The following key values must be modified in the registry:

HKEY_LOCAL_MACHI NE\ SYSTEM Cont r ol Set 001\ Cont r ol \ Conput er Nane\
Act i veConput er Nane

HKEY_LOCAL_MACHI NE\ SYSTEM Cur r ent Cont r ol Set \ Cont r ol \ Conput er Nare\
Conput er Nanme

11.2.6 Precautions for using ECS instances in Linux

Consider the following precautions before using a Linux instance.

» Do not modify the default /etc/issue file of a Linux instance. Otherwise, the system release
version of the custom image created on the basis of the instance will be unidentifiable, and the
instance created by using this image cannot be started.

» Do not change the permission of any directory in the partition in which the root directory resides
, particularly, the permissions of /etc, /sbin, /bin, /boot, /dev, /usr, and /lib. Improper modification
of permissions may cause exceptions.

* Do not rename, delete, or disable Linux root accounts.

* Do not compile or perform any other operations on the Linux kernel.



» The use of swap for partitioning is not recommended.
* Do not enable the NetWorkManager service. This service conflicts with the system's internal

network service, causing network exceptions.

11.2.7 DDoS protection

To benefit from the DDoS protection capability, you need to purchase the Alibaba Cloud Security

Advanced Edition. For details, see Alibaba Cloud Security Overview.

11.3 Quick start

11.3.1 Overview
This chapter introduces the preparations before using an ECS instance, such as logging on to the

ECS console, creating a security group and creating instances.
Before using an ECS instance, do the following:
1. Create a security group

A security group is a virtual firewall that controls the inbound and outbound traffic of an
instance. An instance must belong to at least one security group. When creating instances, you
need to select a security group for network access control. If no default security group exists,
please create one in advance.

2. Create an instance

An ECS instance is equivalent to a virtual machine, including the fundamental components like
CPU, memory, operating system, network and disks. After creating a security group, you can

select an instance type to finish instance creation.

3. Connect to an instance

The way to connect to an instance is determined by the network settings and operating system
of the ECS instance, as well as the operating system of your local device. After connecting to

an instance, you can install your applications on it.
11.3.2 Log on to the ECS console
This section introduces how to log on to the ECS console.
Prerequisites

+ Before logging on to the Apsara Stack console, make sure that you obtain the IP address

or domain name address of the Apsara Stack console from the deployment personnel. The



access address of the Apsara Stack console is http://l| P addr ess or donmi n nane

address of the Apsara Stack consol e/manage.

*  We recommend that you use the Chrome browser.

Procedure
1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http:/l P address or domai n nane address of the Apsara Stack consol e/

manage, and then press Enter.

3. Enter the correct username and password.

» The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (Ato Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).
4. Click LOGIN to go to the Dashboard page.

5. In the menu bar at the top of the page, select Console > Compute, Storage&Networking >

Elastic Compute Service.

11.3.3 Create a security group
You must create a security group before you can create an ECS instance in a VPC. A security
group is an important component of network security and isolation. It can be used to set network
access control for one or more ECS instances.

Procedure

1. Log on to the ECS console.

2. Click the Security Groups tab. On the Security Groups tab page, click Create Security
Group.

3. On the Create Security Groups page that appears, configure security group information.

Table 11-2: Security group parameters describes the parameter configurations.



Table 11-2: Security group parameters

Area Parameter Description
Region Region Required. The region to which the security group
belongs. It must be the same region as the VPC.
Basic Settings Department Required. The department to which the security
group belongs. It must be the same department as
the VPC.
Project Optional. The project for the security group to join.
Network Type Required. The network type of the security group.
The default network type is VPC. It must be the
VPC to which the security group belongs.
Security Group Required. The name of the security group.
Name
Description Optional. The description of the security group.

4, Click OK.

11.3.4 Create an instance

Create an instance after setting up a security group.

Prerequisites

The following should be noted before creating an insance:

» Before creating an instance, complete the creation of a VPC and switch.

+ Before you create an instance, check that a security group is available. If not, Create a security

group first.

» Before creating a GPU instance, refer to Restrictions.

To create an instance, do the following:

Procedure

1. Log on to the ECS console and go to the Instance page.

2. Click Create Instance.

3. On the Create Cloud Server (ECS) page, complete the following configurations:




Table 11-3: Instance configuration

Item

Description

Region

* Regi on: select a region for the ECS instance to be created.

* Zone: Zones are physical areas with independent power grids
and networks within a region. Intranet communication and fault
isolation are both enabled between different zones. If you want to
improve application availability, we recommend that you create
instances in different zones.

Configurations

+ Depart nment : select a department for the ECS instance.
+ Proj ect: select a project for the ECS instance.

Network « Network Type: Itis arequired parameter and set to VPC by
default. Select a specific VPC and switch name.
*+ Security G oups:ltis arequired parameter.
Note:
Before creating an ECS instance, you must create a security
group.
+ Configure Private |P:ltisan optional parameter.
Determine an IP address segment based on the CIDR block
where the switch is located.
Note:
= [f it is null, the system will designate a private IP Address
automatically.
— If a private IP address is configured, instances cannot be
created in batch.
Instances « Instance Series:selectSeries 3orSeries 4.
* | /O Optimzed: Itis an optional parameter. By default, it is an
I/0 optimized instance.
* Instance Specifications:Itis an optional parameter.
Select CPU and memory based on application requirements.
Windows-based images are not applicable to some CPU and
memory combinations. See Suggestions.
Images | mage Type: ltis a required parameter. Select Publ i ¢ | mage or

Cust om | mage as the image type for your operating system.




Item

Description

Storage

+ System Di sk: Itis a required parameter. Select an SSD cloud
disk or ultra cloud disk as the system disk for installing the
operating system.

 Data Disk:Itis an optional parameter. You can choose
between SSD cloud disks and ultra cloud disks. Up to 16 data
disks can be added. The maximum capacity of each data disk is
32 TB. You can select Release with Instance or Encrypt.

Note:

— |f you check Rel ease wi th | nstance, this disk will
be released together with the instance and the data is not
recoverable; if Release with Instance is not checked, the
system will detach this disk from the instance when this
instance is released, and the disk will not be released.

— |If you check Encr ypt , the disk created is an encrypted disk;
if it is not checked, the disk created is a non-encrypted disk.

— |f you do not add data disks here, you can add them later by
following the procedure described in Create disks.

Password

It is a required parameter. You can select Configure Now or
Configure After to set your password on the console by using the
password re-setting function.

Note:
Logi n Passwor d can be 8 to 30 characters in length. It must
contain at least three of the following character types: uppercase
letters, lowercase letters, numbers, and special characters.

Deployment Set

Select the name of the deployment set to which the instance will be
added.

Instance Name

It is an optional parameter. We recommend that you set a
recognizable name for your instance.

Note:
The instance name can be 2 to 114 characters in length and can
contain letters, Chinese characters, numbers, underscores (_), and
hyphens (-). It must start with a letter or Chinese character.

Custom Data

You can enter the corresponding custom data encoding schemes.
If the data to be entered adopt Base64 encoding schemes, check
Enter Base64 encoded finformation.




Item Description

Note:
Windows supports two formats: bat and powershell. Before
Baseb64 codes, the first line is [bat] or [powershell]. Linux supports
shell scripts.

Quantity The default value is 1. If you apply for more than one instance, these
instances are created in batch based on your current settings.

Note:
You can create up to 50 ECS instances in batch. If a private IP
address is configured, batch creation is not supported.

4. Click Create.

Result
You can view the created instance in the instance list. Check whether the instance created is in

the Runni ng state. If so, the instance is successfully created.

11.3.5 Connect to an instance
11.3.5.1 Overview

After creating an ECS instance, you can connect to the instance and install application software in

the instance.

Note:

The username is "root" in Linux and "administrator" in Windows.
You can connect to and manage your ECS instance in either of the following ways:

* Use a remote connection tool to connect to the ECS instance.

Note:
Check that your ECS instance has an elastic Internet IP address.

+ Connect to the ECS instance by using the function of Connect to Management Terminal on

the cloud console.



11.3.5.2 Connect to a Linux instance using the SSH command
in Linux or Mac OS X

This section introduces how to connect to a Linux instance using the SSH command.

Prerequisites

Finish the creation of security groups and instances.
Procedure

1. Enter the following command: ssh r oot @ nst ance | P.

2. Enter the password of the root user for this instance upon logon.

11.3.5.3 Connect to a Linux instance using a remote
connection tool in Windows

This section introduces how to connect to a Linux instance using the PuTTY tool.
Prerequisites

The usage of different remote connection tools is similar. This article describes how to connect
to a remote instance through PuTTY. Download PuTTY at http://www.chiark.greenend.org.uk/~

sgtatham/putty/ .
To connect to an instance, do the following:

Procedure
1. Download and install PuTTY for Windows.

2. Start the PUTTY client and complete the following settings:

* Host Nanme (or |P address): enterthe public IP address for the instance.
* Port: Set it to the default port number 22.
+ Connection Type: select SSH.

+ Saved Sessi on: the name of the session. Click Save. After the settings are saved, PuTTY
remembers the name and IP address of the instance. You do not have to enter the IP

address every time you connect to the instance.
3. Click Open to connect to the instance.

When you connect to the instance for the first time, a PuTTY Security Alert dialog box appears.

Click Yes.
4. Enter the username r oot and press the Enter key.

5. Enter the password of your instance and press the Enter key.


http://www.chiark.greenend.org.uk/~sgtatham/putty/
http://www.chiark.greenend.org.uk/~sgtatham/putty/

If a message similar to the following appears, a connection is successfully established to the

instance.

Wel cone to aliyun Elastic Conpute Server!

11.3.5.4 Connect to a Windows instance using the remote
desktop connection function in Windows

This article describes how to connect to a Windows instance through the remote desktop

connection function of Windows.

Prerequisites

Finish the creation of security groups and instances.

Procedure

1. Start the remote desktop connection function in any of the following ways:

» Click Start, enter Remote Desktop Connection in the search box, and click Remote
Desktop Connection in the list that appears.
» Enter nst sc in the search box and click mstsc in the list that appears.
» Press the shortcut key W ndows key+Rto bring up the Start dialog box, enter nst sc, and
press the Enter key to start the remote desktop connection function.
2. In the Remote Desktop Connection dialog box, enter the public IP address of the instance
and click Show Options (O).
3. Enter the username. The default value is Admi ni st r at or . If you do not want to enter the
password upon subsequent logon, select Allow me to save credentials (R). After completing

the settings, click Connect to connect to the instance.



User Guide / 11 Elastic Compute Service (ECS)

| Remote Desktop
»¢ Connection

General [}i&'.playl Local Resnumesl Programs | Experience | Advanced

Logon settings

h{ Enter the name ofthe remote computer.

Computer: 192.168.168.1 W

User name Administrator o

Youwill be asked for credentials when you connect

[¥] Allow me to save credentials e

Connection settings

Save the current connection settings to an RDP file oropen a
] saved connection.
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You can also complete the following settings before connecting to the instance.

+ If you want to copy local text to the instance, click the Local Resource tab and select
Clipboard.

+ If you want to copy a local file to the instance, click the Local Resource tab and then
Details. Select Drivers and then the drive letter of the data disk where the file is stored.

After completing the settings, click OK.
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e Remote Desktop Connection -

Remote Desktop
~>¢ Connection

Local devices and resources

Choose the devices and resources on this computer that you want to use in
your remote session.

[v|Smart cards

[ |Ports
g[carves
[¢|Local Disk (C)
[+|Drives that | plug in later
+|_|Other supported Plug and Play (PnP) devices

0K Cancel

* You can click the Display tab to adjust the size of the remote desktop. Normally you can

use full screen mode.

4. In the dialog box that appears, enter the password of the Adni ni st r at or account of the

Windows instance and click OK to connect to the instance.

Result
If the Remote Desktop Connection window displays a Windows desktop, a connection is

successfully established to the instance.

11.3.5.5 Connect to an ECS instance by using the Management
Terminal

If remote connection tools such as PuTTY, Xshell, and SecureCRT are unavailable, you can use

the Management Terminal (also known as VNC) to connect to an ECS instance.
Prerequisites

* You have created a security group and an ECS instance.



To use the Management Terminal, you must import the root certificate to the web browser. For
more information, see Install a certificate.

Before logging on to the Management Terminal, Change the VNC password.

il
|:_| Note:

The VNC password is used to connect to the Management Terminal from the ECS console.

The instance password is used to log on to the instance.

Context

Connect to Management Terminal applies to the following scenarios (including but not limited

to):

If it takes a long time to boot an instance (for example, self-test is initiated), you can view the
progress by clicking Connect to Management Terminal.

If a software-based remote connection fails due to incorrect instance configurations (for
example, the firewall has been enabled by accident), you can connect to the instance by
clicking Connect to Management Terminal and disable the firewall.

If a remote connection fails due to high CPU or bandwidth usage (for example, botnet attacks
occur), you can connect to the instance by clicking Connect to Management Terminal and

terminate abnormal processes.

Procedure

. Log on to the ECS console.

Click the Instances tab. On the Instances tab page, click the o] icon in the Act i ons column
1Ll

corresponding to an instance and choose View Details from the shortcut menu.
On the Instance Details tab page that appears, click Connect to Management Terminal.

In the dialog box that appears, enter the VNC password and click Connect.

VNC Password

Input VNC
Password:

5. The logon page appears after you connect to the Management Terminal.



The following figure shows the logon page in Linux.

vnc Successfully connect Mote: If the bla

Send remote command -

entd3 release 5.11 (Finall
on an 1686

login:

6. Enter the username and password to log on to the instance.

* For Linux instances, enter the r oot username and the logon password.

» For Windows instances, enter the admi ni st r at or username and the logon password.

Note:
There are no visual indicators when you enter the logon password in Linux. Press Enter after

you enter the password.

11.4 Instances

11.4.1 Overview
An ECS instance is the minimal unit that can provide compute services for your business. It

provides computing capabilities of specific specifications.
11.4.2 View an instance
You can log on to the ECS console to view all your instances and their details.

Procedure

1. Log on to the ECS console.

On the upper-right corner of the Instances page, click Set, select the items to be displayed in

the Custom List Items box, and click Confirm. As shown in Figure 11-3: Set the custom list.



Figure 11-3: Set the custom list

Custom List Items

¥ Instance ID Instance Name
#/ Monitoring #| Department

# Project 4 0OS

¥/ Region ¥ Status

¢ Network Type # IP Address

# Configuration Details Action

# Select All

2. On the Instances page, select a Depart nent and a Regi on or enter an | nst ance Nane

and click Search to find the target instance.

E] Note:

Click | nst ance Name and you can choose other filtering conditions from the drop-down

menu: | nst ance | D, | nstance Status,VPC | D, | P Address, and Proj ect Nane.

3. In the Act i on column of the instance, click the '+ icon and choose View Details to enter the
mjn

Instance Details page and view the details of the instance.

E] Note:

On the Instances page, you can also click an instance ID to go to the Instance Details page.
11.4.3 Edit an instance
You can change the name and description of an instance on the ECS console.

Prerequisites

The instance has been created. For how to create an instance, see Create an instance.

Procedure

1. Log on to the ECS console and find the ECS instance you want to edit.



2. In the Act i on column of the target instance, click the icon and select Edit from the drop-

down list.

3. In the dialog box that appears, edit the Nane, Descri pti on, and Cust om Dat a of the

instance and click Confirm.

Note:
For the custom data, Windows supports two formats: bat and powershell. Before a Base64

code, the first line is [bat] or [powershell]. Linux supports shell scripts.

11.4.4 Start, stop, or reboot an instance

On the ECS Console, you can start, stop, or reboot an instance just like on a real server.

Prerequisites

The instance has been created. For how to create an instance, see Create an instance.

Procedure
1. Log on to the ECS console.

2. On the Instances page, in the Act i on column of the corresponding instance, click and

select Reboot, Stop, or Start from the drop-down list.

* You can stop or restart an instance only when the instance is in the Runni ng state. You can

start an instance only when the instance is in the St opped state.

Note:
The Stop and Restart operations will stop your instance and interrupt your business.
Therefore, exercise caution when performing these operations.

* You can click the icon behind a corresponding instance and choose View Details on

the drop-down menu. On the Instance Details page, click Reboot, Stop or Start on the

upper-right corner of the page to restart, stop, or start that instance.
11.4.5 Delete an instance
You can delete unneeded instances on the ECS console.

Prerequisites

The instances to be deleted are in the St opped state.

Procedure



1. Log on to the ECS console and go to the Instances page.

2. |dentify the ECS instance to be deleted. In the Act i on column of the instance, click the

icon and select Delete from the drop-down list and click OK on the dialog box popped up.

Note:

Alternatively, in the Act i on column of the instance, click the icon and choose View

Details. On the Instance Details page, click Delete and then click OK in the dialog box

popped up to delete the instance.

11.4.6 Modify configurations

You can modify instance configurations on the ECS console.

Prerequisites
The instances to be modified are in the St opped state.
Procedure

1. Log on to the ECS console, go to the Instances page, and find the instance whose

configurations need to be changed.

2. In the Act i on column of the instance, click the icon, choose Change Configurations

from the drop-down menu, select new CPU and memory specifications, and then click OK.

Note:
After the configurations of the instance are modified, Restart the instance on the console for

the new configurations to take effect.

11.4.7 Change ownership

You can modify the department and project to which an instance belongs on the ECS console.
Procedure

1. Log on to the ECS console.

2. Inthe Act i on column of the instance, click the icon and select Change Ownership from

the drop-down list.

3. In the dialog box for Change Ownership, select new Depart ment and Pr oj ect and then

click Confirm. See Figure 11-4: Change ownership.



Figure 11-4: Change ownership
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11.4.8 Change the ECS instance logon password

You can modify the instance logon password on the ECS console.
Context

If you do not set the logon password upon instance creation,you can do it via the Reset

Password function on the ECS console.
Procedure

1. Log on to the ECS console.

2. In the Action column of the instance, click the '/ icon and select View Details from the drop-

00

down list.
3. On the Instance Details page, click Change Password.

4. In the dialog box that appears, enter a new Logi n Passwor d and Conf i rm Passwor d.

Then click Submit. See Figure 11-5: Reset your password.



Figure 11-5: Reset your password

Reset Password

Changing the instance password will take effect only after restarting the instance from the
console.
Login Password
* Confirm Password
Cancel

5. Reboot the instance on the console for the new instance password to take effect.

11.4.9 Change the VNC password

You can modify the VNC password on the ECS console.

Procedure
1. Log on to the ECS console.

2. In the Action column of the instance, click the icon [ and choose View Details from the
uij

drop-down menu.
3. On the Instance Details page, click Change Management Terminal Password.

4. In the dialog box that appears, enter a new Logi n Passwor d and Confi rm Passwor d.

Then click Submit. As shown in Figure 11-6: Change the VNC password.



Figure 11-6: Change the VNC password

Change VNC Login Password

A Changing the VNC login password will take effect only after restarting the instance from the conscle
Login Password
* Confirm Password
Cancel
il
| — | Note:

Reboot the instance on the console for the new password of the VNC to take effect.

11.4.10 Join a security group

You can add an instance to a security group with either of the two methods on the ECS console.

Context
A security group is a virtual firewall that controls the inbound and outbound traffic of instances.
You can add an instance to up to five security groups on the ECS console. Once the security

group rules are changed, they apply to the instances automatically.
Method 1: Join a security group on the instance page

1. Log on to the ECS console.

2. Enter the Instances page. In the Act i on column of an instance, click the o] icon and select
m]n

View Details from the drop-down list.

3. In the top navigation bar, click the Instance Security Group tab, and click Join Security
Group.

4. In the Move to Security Group dialog box that appears, select the target security group and

click Confirm.



Method 2: Add an instance to a security group on the security group page
You can also add an instance to a security group in the following procedure:

1. Log on to the ECS console and go to the Security Groups page.

2. Click the security group ID to go to the ECS Instances page.

Note:

Alternatively, in the Act i on column of a security group, click the icon and select View

Details to enter the ECS Instances page.
3. In the upper-right corner of the ECS Instances page, click Import ECS Instances.

4. In the Move to Security Group dialog box, select an instance and click Confirm.

11.4.11 Customize instance data
ECS allows you to run the instance customization script upon startup and import data into

instances.
Context

The instance data customization feature is applicable to both Windows and Linux instances. It

allows you to:

* Run the instance customization script upon startup.

* Import data into instances.
Usage notes
* Limits

The instance data customization feature can be used only when an instance meets all the

following conditions:

— Network type: VPC
= Image: a system image or a custom image inheriting from the system image

— Operating system: one type included in Table 11-4: Supported operating systems

Table 11-4: Supported operating systems

Windows Linux

m Windows Server 2016 64-bit m CentOS
m Windows Server 2012 64-bit m Ubuntu




Windows Linux

m Windows Server 2008 64-bit m SUSE Linux Enterprise
m OpenSUSE
m Debian

m Aliyun Linux

= When you configure instance customization scripts, you must enter custom data based on

the type of operating system and script.

Note:

Only English characters are allowed.

m If your data is Base64 encoded, select Enter Base64 Encoded Information.

Note:

The size of the customization script cannot exceed 16 KB before the data is Base64

encoded.
m For Linux instances, the script format must meet the requirements described in Types of
Linux instance customization scripts.
m For Windows instances, the script can only start with [ bat ] or [ power shel | ].

» After starting an instance, run a command to view the following information:

== Execution result of the instance customization script
— Data imported to instances

+ Console: You can modify the custom instance data in the console. Whether the modified
instance customization script needs to be re-executed depends on the script type. For
example, if the boot cnd-type scriptin G oud Confi g is modified for Linux instances, the
script is automatically executed every time instances are restarted.

* Open APIs: You can also use open APIs to customize instance data. For more information
about the operation method, see Createlnstance and ModifylnstanceAttribute in ECS

Developer Guide.
Linux instance customization scripts

Linux instance customization scripts provided by Alibaba Cloud are designed based on the
cloud-init architecture. They are used to automatically configure parameters of Linux instances.

Customization script types are compatible with the cloud-init.



Description of Linux instance customization scripts

» Linux instance customization scripts are executed after instances are started and before / et ¢/

i nit is executed.

» Linux instance customization scripts are executed with root permissions by default.
Types of Linux instance customization scripts
+ User-Data Script

== Description: A script, such as shell script, is used to customize data.
— Format: The first line must include #! , such as #! / bi n/ sh.

= Limit: The script size (including the first line) cannot exceed 16 KB before the data is

Base64 encoded.
= Frequency: The script is executed only when instances are started for the first time.

— Example:

#! [/ bin/sh

echo "Hello Wrld. The time is now $(date -R)!" | tee /root/
out put 10. t xt

+ Cloud Config Data

— Description: Predefined data is used to configure services, such as specifying yum sources
or importing SSH keys.
— Format: The first line must be #cl oud- confi g.

= Limit: The script size (including the first line) cannot exceed 16 KB before the data is

Base64 encoded.
= Frequency: The script execution frequency varies with the specific service.

— Example:

#cl oud- confi g

apt:

primary:

- arches: [default]

uri: http://us.archive.ubuntu.conf ubuntu/

* Include



— Description: The configuration content can be saved in a text file and imported into cloud-init

as a URL.
= Format: The first line must be #i ncl ude.

= Limit: The script size (including the first line) cannot exceed 16 KB before the data is

Base64 encoded.
= Frequency: The script execution frequency depends on the script type in the text file.

— Example:

#i ncl ude

http://ecs-image-test. oss-cn- hangzhou. al i yuncs. coni user dat a/
cl oudconfi g

» GZIP format

= Description: Cloud-ini limits the size of customization scripts to 16 KB. You can compress
and import the script file into the customization script if the file size exceeds 16 KB.
— Format: The .gz file is imported into the customization script as a URL under #i ncl ude.

= Frequency: The script execution frequency depends on the script content contained in the

GZIP file.

- Example:

#i ncl ude

http://ecs-image-test. oss-cn-hangzhou. al i yuncs. conf userdat a/ config
. gz

View the custom data of a Linux instance
Run the following command in the instance:

curl http://100.100.100. 200/ | at est/ user-data

Windows instance customization scripts

Windows instance customization scripts independently developed by Alibaba Cloud can be used

to initialize Windows instances.
There are two types of Windows instance customization scripts:

» Batch processing program: starts with [ bat ] and serves as the first line. The script size must

be smaller than 16 KB before the data is Base64 encoded.



» PowerShell script: starts with [ power shel | ] and serves as the first line. The script size must

be smaller than 16 KB before the data is Base64 encoded.
View the custom data of a Windows instance

Run the following PowerShell command in the instance:

I nvoke- Rest Met hod http://2100.100. 100. 200/ | at est/ user - dat a/

11.4.12 Change private IP

You can change the private IP address on the ECS console.

Prerequisites
Before you change the private IP address of an instance, make sure that the instance is in the

Stopped state. For how to stop an instance, see Start, stop, or reboot an instance.

Context
Each instance is assigned a private network interface that is bound with a private IP address.
Private IP addresses are determined by the switch IP segment.
Procedure
1. Log on to the ECS console.
2. Stop the instance.

3. Inthe Act i on column of the instance, click the [ icon and select Change Private IP from
110

the drop-down list.

4. In the Change Private IP dialog box that appears, enter a new Pri vat e | P and click

Confirm.

11.4.13 Install a certificate

Before you log on to the Management Terminal, you must export the certificate from the site and

install it in your local web browser.
Context

The Management Terminal feature is provided by the backend VNC proxy service. The VNC proxy
service uses a different certificate from that of Apsara Infrastructure Management Framework.
Therefore, you need to import the certificate separately.

Procedure

1. Export the certificate from the site.



a) Log on to Apsara Stack Management Console. Press F12 or Fn + F12 to view and select
the certificate, as shown in the following figure. For example, in the Chrome browser, press

F12 to open the developer tools.

Figure 11-7: View the certificate

[w |£| Elements Console Sources Network Timeline Profiles | Secunty | » 2|

B Overview Security Overview

Main Origin m
g

@ Valid Certificate

The connection to this site is using a valid, trusted server certificate.

L Secure TLS connection

The connection to this site is using a strong protocol version and cip
suite,

@ Secure Resources

All resources on this page are served securely.
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Figure 11-8: Select the certificate

lcertificate |

General | Details Certﬁmtmf’nﬁ|

— Certification path
E_ﬂ] Te=st Priwvate Cloud Koot Certificate
Test Priwvate Cloud Intermediate Certificate
m *, alivun, com

View Certificate
Certificate status:
is certificate is OK.
Learn more about certification paths
ok |

b) In the Certificate dialog box, click Copy to File. Follow the instructions shown in the

following figures. Enter a name and save the certificate to your local machine.
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Figure 11-9: Copy the certificate to a file

certificate ]
‘General Details | Certification Path |
Show: :
Field Value =
D Version V3
I~ | serial number 0400 00 00 00 01 15 4b 5a c3...
|| signature algorithm shalRSA
El Signature hash algorithm shal S
|| tssuer GlobalSign Root CA, Root CA, ...
|~ | valid from Tuesday, September 01, 1998...
-] valid to Friday, January 28, 2028 8:00...
|| subject GlobalSign Root CA, Root CA, ... |
Edit Properties, .. Copy to File... I
Learn more about certificate details
x|
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Figure 11-10: Certificate export wizard

Certificate Export Wizard
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Figure 11-11: Select the file export format

Certificate Export Wizard

'.' i d rFI IJ' RALEED
nal Information Exchange - PRES

Include allicertificatesin the certification pathin

Orivate Key i Ehe export is sUccessiu)

Ll extended properties

L Microsart Seriali Certificate Stare
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Figure 11-12: Select the file to be exported

Certificate Export Wizard
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Figure 11-13: Customize the file name

g Save As

Organize ¥  New folder

|»

=754 Favorites

& Downloads
| RecentPlaces

[ 4 Libraries
® | & Documents
@' Music
|| Pictures
8 videos

1 Computer

i+ €l Network

=

Iirune:l

Save as type: [DER Encoded Binary X.509 (*.cer)

c) Click OK. A message appears, indicating that the certificate is exported.
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Certificate Export Wizard

Completing the Certificate Export
Wizard

You have successfully completed the Certificate Export
wizard.

You have spedfied the following settings:
e
Export Keys No
Indude all certificates in the certification path No
File Format DER En
1] | a

< Back Finish Cancel

X

2. Install the certificate in your local web browser.

a) Double-click the certificate saved in your local machine. In the dialog box that appears, click

Install Certificate.
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Figure 11-14: Install a certificate

certificate

General | petals | Certification Path |

_ﬂ Certificate Information

* Ensures the identity of a remote computer

* Proves your identity to a remote computer

» Ensures software came from software publisher

» Protects software from alteration after publication
* Protects e-mail messages

» Allows data to be signed with the current time

-

This certificate is intended for the following purpose(s):

|
Issued to: Test Private Cloud Root Certificate

Issued by: Test Private Cloud Koot Certificate

Valid from 2017/10/30 to 2057/10/30

Install Certificate...| [ssuer Statement

Learn more about certificates

oK

b) In the dialog box that appears, click Put All Certificate to Following Storage and Browse.

In the dialog box that appears, select Trusted Root Certificate Authority and click OK.
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Figure 11-15: Store certificates

Certificate Import Wizard
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Figure 11-16: Certificate storage location

Select Certificate Store X|

Select the certificate store you want to use.

| Personal =
Bl Trusted Root Certification Authorities
-] Enterprise Trust

-] Intermediate Certification Authorities
-] Trusted Publishers

7 lintrusted Certificates -
4| | »

[~ show physical stores

c) After importing the certificate, click Finish.
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Certificate Import Wizard x|

Completing the Certificate Import
Wizard

The certificate will be imported after you dick Finish.,

— g You have spedified the following settings:
S e Iy Trusted Root Certificz
Content Certificate

< Back Finish Cancel

3. Restart your web browser and log on to Apsara Stack Management Console. A Secure
indicator in green is displayed in the left part of the address bar, indicating that the certificate is

installed, as shown in Figure 11-17: Restart the web browser.

Figure 11-17: Restart the web browser




11.4.14 Install the CUDA and GPU drivers for a Linux instance

The device where a GPU instance runs must be installed with the GPU driver. If the image you
use does not contain a pre-installed GPU driver, you must install the CUDA and GPU drivers for

the instance.

Context
When installing NVIDIA drivers, you must install the kernel package that contains the kernel

header file before you install the CUDA and GPU drivers.

Procedure
1. Install the kernel package.
a) Run the unane -r command to view the current kernel version.

Output example:

+ CentOS: 3. 10. 0-862. 14. 4. el 7. x86_64
+ Ubuntu: 4. 4. 0-117-generic

b) Copy the kernel package of the corresponding version to the instance and install the

package.

+ CentOS: Copy the RPM package of the ker nel - devel component and the r pm -
ivh 3.10.0-862.14. 4. el 7. x86_64. r pmcommand to install the package. In the
preceding command, 3. 10. 0- 862. 14. 4. el 7. x86_64. r pmis used as an example.
Enter the actual name of the package you want to install.
» Ubuntu: Copy the DEB package of the | i nux- header s component and run the dpkg
-i 4.4.0-117-generi c. deb command to install the package. In the preceding
command, 4. 4. 0- 117- generi c. deb is used as an example. Enter the actual name of

the package you want to install.
2. Download the CUDA Toolkit.

a) Access the official download page. Choose a suitable version based on the GPU application

requirements for CUDA.

You can choose CUDA Toolkit 9.2.


https://developer.nvidia.com/cuda-toolkit-archive
https://developer.nvidia.com/cuda-92-download-archive
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Figure 11-18: Download the CUDA Toolkit

Latest Release
CUDA Toolkit 10.0 (Sept 2018)

Archived Releases

CUDA Toolkit 9.2 (May 2018),0nline Documentation
CUDA Toolkit 9.1 (Dec 2017), Online Documentation
CUDA Toolkit 9.0 (Sept 2017), Online Documentation
CUDA Toolkit 8.0 GA2 [Feb 2017), Online Documentation
CUDA Toolkit 8.0 GA1 [Sept 2016), Online Documentation
CUDA Toolkit 7.5 [Sept 2015)

CUDA Toolkit 7.0 [March 2015)

CUDA Toolkit 6.5 [August 2014]

CUDA Toolkit 6.0 (April 2014)

b) Choose a platform based on your operating system. Set Installer Type to runfile (local)

and click Download.

NVIDIA drivers are already contained in the CUDA Toolkit. You do not need to download

them separately.
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Figure 11-19: Download drivers

Select Target Platform @

Click on the green buttons that describe your target platform. Only supported

platforms will be shown.

Operating Mac 05X

System

Architecture @ x86_b4
Version n

Download Installers for Linux Cent0S 7 x86_64

The base installer is available for download below.
There is 1 patch available. This patch requires the base installer to be installed

first.

> Base Installer Download (1.7 GB) & ‘

3. Copy the downloaded cuda_9. 2. 148 _396. 37_I i nux. r un file to the instance. cuda_9. 2

. 148 _396. 37_I i nux. run is used as an example. Use the actual name of the downloaded
file.

4. Runthe sudo sh ./cuda_9.2.148_396.37_linux.run --silent --verbose --
driver --toolkit --sanples command to install the CUDA. cuda_9. 2. 148_396.
37_Iinux. runis used as an example. Use the actual name of the downloaded file.

The installation takes 10 to 20 minutes. When Dri ver: | nstal | ed is displayed, the

installation succeeds.
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Figure 11-20: CUDA installation result

Installed
Toolkit: Installed in / cal/cuda-9.2
Samples: Installed in /i b164654, but missing recommended libraries

Please make sure that
- PATH includes /usr/loca
= LD_LIBRARY_PATH includ ‘cuda-9.2/11b64, or, add /usr/local/ 9.2/1ib64 to /etc/ld.so.conf and run ldconfig as root

To uninstall the CUDA Toolkit, run t ninstall script in /usr/local/cuda-9.
To uninstall the NVIDIA Driver, run a-uninstall

Please see CUDA_Installation_Guide_Linux.pdf in /usr/local/cuda-9.2/doc/pdf for detailed information on setting up CUDA.

Logfile is /tmp/cuda_install_19765.log

5. Run the nvi di a- sm command to view the GPU driver status.

If GPU driver details are displayed, the driver is in the normal state.

Figure 11-21: View the GPU driver status

$ nvidia-smi
Mon Oct 15 19:05:00 2018

NVIDIA-SMI 396.37 Driver Version: 396.37

[ mm e et T e +
GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC |
Fan Temp Perf Pwr:Usage/Capl Memory-Usage |

@ Tesla P4 Off | 00000000:00:08.0 Off
Z23W / 75W | OMiB / 7611MiB

Processes: GPU Memory |
GPU PID Process name Usage I

What's next
If you want to run OpenGL programs, you must purchase a license and GRID drivers. For more

information about the installation procedure, see official NVIDIA documentation.



11.4.15 Install the CUDA and GPU drivers for a Windows
instance

The device where a GPU instance runs must be installed with the GPU driver. If the image you
use does not contain a pre-installed GPU driver, you must install the CUDA and GPU drivers for

the instance.

Context
If you want to compile CUDA programes, first install a Windows compiling environment, such as
Visual Studio 2015.

Procedure
1. Download the CUDA Toolkit.

a) Access the official download page. Choose a suitable version based on the GPU application

requirements for CUDA.

You can choose CUDA Toolkit 9.2.

Figure 11-22: Download the CUDA Toolkit

Latest Release

CUDA Toolkit 10.0 (Sept 2018)

Archived Releases

DA Toolkit 9.2 (May 2018),0nline Documentatior
DA Toolkit 9.1 [Dec 2017), Online Documentatior
DA Toolkit 9.0 [(Sept 2017), Online Documentatior
DA Toolkit 8.0 GA2 [Feb 2017), Online Documentation
DA Toolkit 8.0 GA1 [Sept 2014), Online Documentation
CUDA Toolkit 7.5 [Sept 2015)
CUDA Toolkit 7.0 (March 2015)
DA Toolkit 6.5 [August 2014])
) (April 2014)

[

b) Choose a platform based on your operating system. Set Installer Type to exe (local) and

click Download.

NVIDIA drivers are already contained in the CUDA Toolkit. You do not need to download

them separately.


https://developer.nvidia.com/cuda-toolkit-archive
https://developer.nvidia.com/cuda-92-download-archive
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Figure 11-23: Download drivers

Select Target Platform @

Click on the green buttons that describe your target platform. Only supported
platforms will be shown.

Operating Mac 0SX

System

Architecture €@
T
Installer Type @

Download Installers for Windows 7 x86_64

The base installer is available for download below.
There is 1 patch available. This patch requires the base installer to be installed
first.

» Base Installer Download (1.5 GB) &

2. Copy the downloaded cuda_9. 2. 148 _wi ndows. exe file to the instance. cuda_9. 2.

148_wi ndows. exe is used as an example. Use the actual name of the downloaded file.

3. Double-click cuda_9. 2. 148 wi ndows. exe and follow the installation wizard to install the
CUDA. cuda_9. 2. 148_wi ndows. exe is used as an example. Use the actual name of the
downloaded file.

The installation takes 10 to 20 minutes. When | nstal | ed: - Nsi ght Mnitor and HUD

Launcher is displayed, the installation succeeds.
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Figure 11-24: CUDA installation result

NVIDIA Installer

. |

—_—

nviDlA

Nsight Visual Studio Edition Summary

The following information only pertains to Nsight Visual Studio features and does
not describe CUDA toolkit install status. Piease continue unless Nsight Visual
Studio features will be used

Installed
- Nsight Monitor and HUD Launcher
Mot Installed

ight for
son: |
I|_J|"t for

For more information, please click

4. Press W n+R and enter devngnt . nsc.

The NVIDIA device is displayed under Display Adapter.

Figure 11-25: CUDA installation result

% Device Manager

File Action View Help

Type the name of a program, folder, document, or Internet — p—
¥P Fa program, folder, . o m Hm B
resource, and Windows will open it for you.
v
Open: ‘ v 8 Computer

= Disk drives

2.
I v [O@l|Display adapters

[ Microsoft Basic Display Adapter

@ This task will be created with admimistrative privileges.

n BRI NVIDIA Tesla P4
OK Cancel Browse... r «& Floppy drive controllers

vy Human Interface Devices
5. Press W n+R, enter cnd, and run " C. \ Program Fi | es\ NVI DI A Cor por ati on\ NVSM \
nvi di a-sm ".

If GPU driver details are displayed, the driver is in the normal state.



Figure 11-26: View the GPU driver status

EX Administrator: Command Prompt

on\NVSMI\nvidia-smi”

What's next
If you want to run OpenGL and DirectX programs, you must purchase the licenses and GRID

drivers. For more information about the installation procedure, see official NVIDIA documentation.

11.5 Disks

11.5.1 Overview

For ECS instances, a cloud disk can be seen as a physical disk. You have to mount and format a

cloud disk before using it.
Disk types

ECS disks can be classified into basic cloud disks, SSD cloud disks, and ultra cloud disks. A
mount point is the position of an ECS disk on the disk controller bus. The selected mount point
corresponds to the disk device number in Linux, and is consistent with the disk sequence in the

disk manager in Windows.
Distributed storage

Snapshots and images are stored on the OSS in the same region. To guarantee the service
flexibility and resource utilization, when you create a disk from a snapshot or image, the distribute

d storage does not copy all the data to the new disk at one time. Rather, a data block is copied



when it is needed, thus optimizing the storage utilization. A data block is usually several MiBs in

size and next time when the block is read or written, operations are performed on the disk directly.

Meanwhile, to guarantee the optimal I/O experience, the distributed storage copies the data of a
snapshot or image to the disk step by step and block by block via backend duplication when there

are less 1/O operations.

Therefore, the first time a cloud disk is read or written, its I/O performance may decrease
noticeably. However, once the disk has been accessed, its I/0O performance will return to normal.

Before high-load running, it is recommended to access the entire disk, such as reading the disk.

Disk features
A cloud disk has the following features:

» High data security.
» High IOPS for random and sequential reads/writes.
+ Up to 17 disks can be added to an instance (incluiding the system disk and data disks).

* Upon downtime migration, data immediately before the downtime is saved.

11.5.2 Create disks

This section introduces how to separately create a new empty disk on the ECS console.

Context
You can create a block storage on the ECS console to resize the system storage space.

+ One instance can have up to 16 data disks (this quota includes both cloud disks and shared
block storages).

» A shared block storage can be attached to more than two ECS instances simultaneously. In the
current version, one shared block storage can be attached to four ECS instances.

» Each ultra cloud disk (or ultra shared block storage) or SSD cloud disk (or SSD shared block
storage) supports up to 32 TB capacity.

Note:

» Currently, ECS instances do not support combining multiple cloud disks. After creation, each
cloud disk is an independent entity. The space of multiple cloud disks cannot be combined

through formatting. We recommend that you plan the disk quantity and capacity in advance.



* A snapshot is intended for an independent disk, so data may be different after you perform
snapshot rollback under the Logical Volume Management (LVM). Thus, if you have created
multiple disks, we do not recommend that you configure LVM for them.

Procedure
1. Log on to the ECS console and go to the Disks page.
2. Click Create Disk.

3. You can view the following configuration on the Create Disk page:

Table 11-5: Disk configuration

Item Description

Region « Regi on: Itis a required parameter. Select the region in
which the disk resides.

* Zone: ltis a required parameter. Select the zone in which
the disk resides.

Configurations « Nare: Itis a required parameter. Enter the name of the
disk.

+ Depart ment: Itis a required parameter. Select the
department in which the disk resides.

* Project: Itis arequired parameter. Select the project in
which the disk resides.

+ Storage: Itis arequired parameter. Select the specific
storage type of the disk, which can be Disk or Shared
block storage.

+ Type: ltis a required parameter. After selecting the
storage type, you can specify the disk type as Ultra cloud

disk (ultra block storage) or SSD cloud disk (SSD block
storage) as needed.

* Encrypt ed: Itis an optional parameter. It specifies
whether the created disk will be encrypted.

* Use Snapshot s: It is an optional parameter. After
checking Use Snapshot s, you still need to select the
corresponding snapshot.

Note:

— |f you have checked Encryption for the disk in the

previous option, this option does not appear.




Item Description

— |f the disk size specified by the user is smaller than
the selected snapshot size, the disk size actually
generated will be in line with the snapshot size;
otherwise, the disk size will be the value specified by

the user.

4. Click Confirm.

Result
In the disk list, check whether the disk is in the Avai | abl e state. If so, the disk is successfully

created.

What's next

The procedure varies depending on the operating system of the instance.

+ If the Linux operating system is selected for the instance, you must Attach a disk and then

Partition, format, and attach data disks in Linux.

+ If a Windows operating system is selected for the instance, you must Attach a disk and then

Partition and format data disks in Windows.

11.5.3 View disks

You can use the ECS console to view existing disks and related information.

Procedure
1. Log on to the ECS console.
2. Click the Disks tab to go to the Disks tab page.

3. Set Department, Region, and a specific filter criterion. Click Search.

Note:
Filter criteria include: Disk Name, Disk ID, Disk Status, Disk Usage Type, and Project

Name.

4. Click the icon in the Actions column corresponding to a disk and choose View Details

from the shortcut menu. On the Disk Details tab page that appears, view disk details.



11.5.4 Roll back a disk

When you want to roll back the data on a disk to a previous time point, you can do so through disk

rollback.

Prerequisites

Make sure that the instance of the target disk is in the St opped state.

Note:
Snapshot rollback is irreversible. After rollback is finished, the original data cannot be restored.
Exercise caution when performing this operation.
Procedure
1. Log on to the ECS console and go to the Snapshots page.

2. On the Snapshots page and in the Act i on column of the snapshot, click and select

Rollback Disk from the drop-down list.

3. In the confirmation box that appears, click Confirm.

Note:
If you select Start instance right after rollback, the instance will start automatically after the

cloud disk is rolled back successfully.

11.5.5 Edit disk attributes

You can edit disk attributes on the ECS console.

Procedure
1. Log on to the ECS console.

2. On the Disks page, select the disk for which you want to modify the attributes. In the Acti on

column of the disk, click the icon and select View Details from the drop-down list to go to

the Disk Details page.

Note:

You can also click the disk ID to go to the Disk Details page.

3. Click Modify Properties.

You can set the following disk attributes:



+ Di sk Nane: Itis a string of 2 to 128 characters, including numbers, periods (.),
underscores (_), and hyphens (-). It must begin with an uppercase or lowercase English
letter or a Chinese character.

+ Di sk Description:ltis a string of 2 to 256 characters. It cannot start with 'http://' or
'https://'.

4. Click Confirm.

11.5.6 Attach a disk
11.5.6.1 Overview

After creating a disk, you need to attach it to an instance. You can only attach independent cloud

disks to ECS instances.

Note:

* When you attach a cloud disk to an ECS instance, you must check that the ECS instance is
in the Runni ng or St opped state and the instance's security control indicator is not in the
Locked state.

* When you attach an independent cloud disk, the cloud disk must be in the Avai | abl e state.

* You can attach up to 16 data disks (including cloud disks and shared block storages) to one
ECS instance.

*  You must attach an independent cloud disk to an instance in the same zone.

* You can attach an independent cloud disk only as a data disk, but not a system disk.
You can attach a disk in either of the following ways:

» Attach a disk on the Instance Details page.

» Attach a disk on the Disk List page.

11.5.6.2 Attach a disk on the Instance Details page

To attach multiple disks to an instance on the ECS console, it is more convenient to do it on the

Instance Details page.
Prerequisites

» Before you attach a disk, complete the following operation: Create disks.

*  When you attach a data disk, ensure the cloud disk is in the Avai | abl e state.

Context



* You can only attach data disks, not the system disk.
* You do not need to attach data disks that are created along with an instance.

+ A disk can only be attached to an instance that is in the same zone under the same region as

the disk is.

* An ECS instance can have up to 16 data disks attached. One disk can only be attached to one

instance.
* Anindependently created disk can be attached to any instance in the same zone under the
same region.
Procedure
1. Log on to the ECS console and go to the Instances page.
On the Instances list page, click the ID of the ECS instance to which you want to attach a disk.

Enter the Instance Details page and click the Disks tab.

A »w N

Click Attach.
5. In the displayed dialog box, provide the following information:

» Target Disk:Itis arequired parameter. Select an existing cloud disk that is in the

Avai | abl e state.

« SelectDel eted with | nstance.

Note:
By default, the value of this option is No. If you select Yes, when the instance is deleted,

the disk will be deleted together.
6. Click Submit.

11.5.6.3 Attach a disk on the Disk List page
To attach multiple disks to different instances on the ECS console, it is more convenient to do it on

the Disk List page.
Prerequisites

» Before you attach a disk, complete the following operation: Create disks.

»  When you attach a data disk, ensure the cloud disk is in the Avai | abl e state.
Context

* You can only attach data disks, not the system disk.

* You do not need to attach data disks that are created along with an instance.



» Addisk can only be attached to an instance that is in the same zone under the same region as
the disk is.

* An ECS instance can have up to 16 data disks attached. One disk can only be attached to one
instance.

* Anindependently created disk can be attached to any instance in the same zone under the
same region.

Procedure
1. Log on to the ECS console and go to the Disks page.

2. In the Action column of the disk to be attached, click the icon and choose Attach.

3. In the Attach dialog box, complete the following settings:

+ Destination Instance: Select the ECS instance to which you want to attach the
selected cloud disk.

» Select Are you sure you want to configure the disk to delete al ong
with the instance?. The default value is No. Set it to Yes if you want to release the

disk when the instance is deleted.

4. Click Submit.

11.5.7 Partition and format disks
11.5.7.1 Overview

You can Partition and format disks on the ECS console in the Windows or Linux environment.

ECS supports only secondary partitioning of Dat a Di sks, but not Syst em Di sks (either in the
Windows or Linux operating system). If you use a third-party tool to perform secondary partitioning

of a system disk, you may encounter unknown risks, such as system crash and data loss.

Note:

Before you attach a data disk, Create disks.

11.5.7.2 Partition, format, and attach data disks in Linux

This section introduces how to partition, format, and attach data disks for Linux instances.
Prerequisites

+ Complete Connect to an instance.

* Complete Create disks and Attach a disk.



Procedure

The data disks of Linux ECS instance are not partitioned or formatted. You can follow these steps

to partition and format the data disks:

1. View the data disks. Before you partition and format the data disks, run the f di sk -1

command (instead of df —h) to view the data disks.

The output of the f di sk -1 command shows information about the data disks, such as / dev
/ vdb in the following figure. If / dev/ vdb is not displayed, the ECS instance has no data disks

and you do not have to attach data disks.

[root@Zz********ezZ ~1# fdisk -I

Di sk /dev/vda: 42.9 GB, 42949672960 bytes

255 heads, 63 sectors/track, 5221 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
1/O size (mninmunfoptimal): 512 bytes / 512 bytes

Di sk identifier: 0x00078f9c

Devi ce Boot Start End Bl ocks Id System
/ dev/ vdal * 1 5222 41940992 83 Linux

Di sk /dev/vdb: 21.5 GB, 21474836480 bytes

16 heads, 63 sectors/track, 41610 cylinders

Units = cylinders of 1008 * 512 = 516096 bytes

Sector size (logical/physical): 512 bytes / 512 bytes
1 /O size (mninmumoptinmal): 512 bytes / 512 bytes

Di sk identifier: 0x00000000

2. Partition the data disks. Run the f di sk / dev/ vdb command to partition the data disks, as
shown in the preceding figure. Enter the following commands in sequence as prompted:

a) n command: Creates a partition.

b) p: Creates a primary partition.

c) Partition nunber (1 to 4):Number of the new partition, an integer in the range from
1 to 4. You can create up to four partitions. In this example, 1 is entered to indicate Partition
1.

d) First cylinder: Start position of the partition. You can select the default value by
pressing the Enter key. Also, you can enter a number in the range from 1 to 41610 and then
press the Enter key. In this example, the default value 1 is used.

e) Last cyl i nder: End position of the partition. You can select the default value by pressing
Enter. Also, you can enter a number in the range from 1 to 11748 and then press the Enter
key. In this example, the default value is used.

f) Optional: If you want to create multiple partitions, you can repeat Steps a through e until all

the four partitions are configured.



g) Run the wg command to start partitioning.

[root@Zz********ezZ ~]# fdi sk /dev/vdb
Devi ce contains neither a valid DOS partition table, nor Sun, SG or

OSF di skl abel
Bui | di ng a new DOS di skl abel with disk identifier 0Ox0lac58fe.
Changes will remain in nmenory only, until you decide to wite them

After that, of course, the previous content won't be recoverable.

Warning: invalid flag 0x0000 of partition table 4 will be corrected
by w(rite)

WARNI NG DOS- conpati bl e node is deprecated. It's strongly
recomrended to

switch off the nbde (command 'c¢') and change display units
to

sectors (command 'u').

Conmand (m for help): n
Commrand acti on
e ext ended
p primary partition (1-4)
p
Partition nunmber (1-4): 1
First cylinder (1-41610, default 1):
Using default value 1
Last cylinder, +cylinders or +size{K, MG (1-41610, default 41610):
Usi ng default value 41610

Conmmand (m for hel p):
The partition table has been altered!

3. View the new partition. Run the f di sk -1 command to list all the partitions, as shown in code.

If the command output shows / dev/ vdb1, the partition vdb1 is successfully created.

[root@Z********az7 ~1# fdisk -I

Di sk /dev/vda: 42.9 GB, 42949672960 bytes

255 heads, 63 sectors/track, 5221 cylinders

Units = cylinders of 16065 * 512 = 8225280 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
1 /O size (mninmumoptinmal): 512 bytes / 512 bytes

Di sk identifier: 0x00078f9c

Devi ce Boot Start End Bl ocks Id System
/ dev/ vdal * 1 5222 41940992 83 Linux

Di sk /dev/vdb: 21.5 GB, 21474836480 bytes

16 heads, 63 sectors/track, 41610 cylinders

Units = cylinders of 1008 * 512 = 516096 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I1/O size (mninmumoptinmal): 512 bytes / 512 bytes

Di sk identifier: Ox0Olacb58fe

Devi ce Boot Start End Bl ocks Id System

/ dev/ vdbl 1 41610 20971408+ 83 Li nux

4. Format the new partition. For example, you can run the nkf s. ext 3 / dev/ vdb1l command to

format the new partition as ext3. The time required for formatting varies depending on the hard



disk size. You can also format the new partition as another file system type. For example, you

can run the nkf s. ext 4 / dev/vdbl command to format it as ext4.

Note:
Compared with ext2, ext3 only adds the log function. Compared with ext3, ext4 improves
some important data structures. ext4 provides better performance and reliability, and more

diverse functions.

[root@Z********| eZ ~|# nkfs.ext3 /dev/vdbl
nke2fs 1.41.12 (17-May-2010)
Fi |l esystem | abel =
CS type: Linux
Bl ock size=4096 (| o0g=2)
Fragnment size=4096 (| o0g=2)
Stride=0 bl ocks, Stripe w dth=0 bl ocks
1310720 i nodes, 5242852 bl ocks
262142 bl ocks (5.00% reserved for the super user
First data bl ock=0
Maxi mum fil esyst em bl ocks=4294967296
160 bl ock groups
32768 bl ocks per group, 32768 fragments per group
8192 i nodes per group
Super bl ock backups stored on bl ocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632,
2654208,
4096000

Witing i node tables: done
Creating journal (32768 bl ocks): done
Witing superblocks and fil esystem accounting i nformation: done

This filesystemw ||l be automatically checked every 25 nounts or
180 days, whichever conmes first. Use tune2fs -c or -i to override.

5. Add partition information. Run the echo '/ dev/vdbl /mt ext3 defaults 0 0" >> /
et ¢/ f st ab command to add information about the new partition and then run the cat /et c/

f st ab command to view the partition information.

Note:

* This example adds partition information to the ext3 file system. You can add partition
information to another file system type, such as ext4.

* Ubuntu 12.04 does not support barriers. Therefore, in Ubuntu 12.04, the echo '/ dev
/vdbl /mt ext3 barrier=0 0 0' >> /etc/fstabcommand is used to add
partition information.

[root@Z********eZ ~]# echo '/dev/vdbl /mt ext3 defaults 0 0' >> /etc

/fstab
[ root @ Zbpl19cdhgdj Oawbr 2i zl eZ ~]# cat /etc/fstab



#
# letc/fstab
# Created by anaconda on Thu Aug 14 21:16:42 2014

z_ Ac'cessi ble filesystenms, by reference, are maintained under '/dev/
gl %Ze man pages fstab(5), findfs(8), nount(8) and/or blkid(8) for nore
#| nfo
UUl D=94e4e384- 0ace- 437f - bc96- 057dd64f 42ee / ext4 defaults,barrier=0 1
t#pfs / dev/ shm t mpf s defaults
de\(/)p?s [ dev/ pts devpts gi d=5, node=620
sygfg / sys sysfs defaults
prgc0 / proc proc defaul ts

00

/[ dev/vdbl /mt ext3 defaults 0 O

To attach the data disk to a folder separately, for example, to store webpages separately,

modify / mt of the preceding command.

6. Attach the new partition. Run the Run nount -a command to attach all the partitions listed
in/ et c/ f st ab and then run the df - h command to check the attachment. If the following
information is displayed, the partitions are successfully attached and the new partitions are
available for use.

[root@Z********eZ ~]# nmount -a
[root@Z********eZ ~|# df -h

Fi | esystem Size Used Avail Use% Munted on
/ dev/ vdal 40G 5.6G 32G 15%/

t mpf s 499M 0 499M 0%/ dev/shm

/ dev/ vdbl 20G 173M 19G 1%/ mmt

11.5.7.3 Partition and format data disks in Windows

This section describes how to partition and format the data disks of a Windows instance.
Prerequisites

» Complete Connect to an instance.

» Complete Create disks and Attach a disk.

Context

The operations mentioned in this section only apply to Windows 2008.

Procedure

Note:



If your data disks are in the Of f | i ne state, change them to the Onl i ne state before you allocate
volume numbers and capacities to the data disks.

1. Click Server Manager on the toolbar in the lower-left corner to start the server manager.

2. On the left-side navigation bar of the Server Manager window, choose Storage > Disk
Management.

Figure 11-27: Manage disks
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3. Right-click an empty partition and choose New Simple Volume from the shortcut menu.



Figure 11-28: Choose the "New Simple Volume" option
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4. The "New Simple Volume" wizard appears. Click Next.

Figure 11-29: "New Simple Volume" wizard
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5. Set the size of the simple volume, that is, the partition size. The default value is Maxi mum
Di sk Space. You can specify the partition size as needed. After you complete the settings,

click Next.

Figure 11-30: Set the partition size

New Simple Volume Wizard

Specify Volume Size
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6. Specify the drive letter, which is listed in the alphabetic order by default. Click Next.

160 Issue: 20190528



Figure 11-31: Allocate the drive letter
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7. Format the partition. We recommend that you format the partition using the default settings of

the wizard. After you complete the settings, click Next to start formatting.



Figure 11-32: Format the partition
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8. When the wizard prompts that partitioning is complete, click Finish to close the wizard. The

partition is successfully created.

11.5.8 Resize a system disk

11.5.8.1 Overview

As the business expands, you may need to increase the system disk size. In that case, you can do

it by replacing the system disk.

Note:

Read the following Precautions before resizing the system disk.

)

Risks

» This operation requires you to stop your instance, which means interruption of your business.
» After replacement, you must redeploy the business runtime environment on the new system
disk. There is a possibility of long interruption of your business. Extreme caution should be

exercised when performing this operation.



* Your manually created snapshots are retained after the system disk is resized. However,
because the disk ID is changed, you can no longer use the manually created snapshots on the
original system disk to roll back the new system disk. The retained snapshots can still be used
to create custom images.

» To retain enough snapshot quota for the automatic snapshot policy of the new disk, you can
delete unnecessary snapshots.

» The original system disk is released after resizing.
Notes

* When resizing a system disk, you cannot reduce the disk capacity, but can only increase or

keep the disk capacity.

Resizing the system disk will not change the IP address and MAC address of your instance.
* The system disk type cannot be changed.

*  Windows 2003 does not support system disk resizing.
Procedure of system disk resizing
If you are sure to resize a system disk, follow these steps:

1. Create a snapshot for a system disk.
2. Create an image from a snapshot.

3. Change a system disk.
4

. Set a snapshot policy for a system disk.

11.5.8.2 Create a snapshot for a system disk

If it is necessary to save the system disk data before the expansion, please create a snapshot for
it.
Prerequisites

Make sure that the instance of the target disk is in the St opped state.

Context
If you do not want to retain the data on the system disk, skip this step and proceed to Change
a system disk. To avoid impact on your business, do not create snapshots during traffic peak
periods. It takes about 40 minutes to create a 40 GB snapshot for the first time. Reserve
enough time. When you create a snapshot, check that the system disk has sufficient space. We
recommend that you reserve 1 GB space. Otherwise, the system may not start properly after the

system disk is resized.



Procedure

1

2,

Log on to the ECS console and go to the Instances page.

Select a Depart nent and Regi on or enter an | nst ance Name and click "Search" to find the

target instance.

Click the instance whose system disk you want to replace, or in the Act i on column of the

instance, click and choose View Details from the drop-down menu to go to the Instance

Detailspage.
Click the Disks tab.

Find the system disk. In the Act i on column of the system disk, click the icon and select

Create Snapshot from the drop-down list.

In the Create Snapshot dialog box that appears, enter a name for the snapshot and click

Confirm to create the snapshot.

Note:
The name of a snapshot cannot start with auto because auto has been reserved as the name

prefix for the snapshot that the system automatically creates for you.

Click the Instance Snapshot tab, and you can view the snapshot creation progress and status.

When the Pr ogr ess is 100%, the snapshot is successfully created.

11.5.8.3 Create an image from a snapshot

To continue using the current operating system and keep its data, please create an image after

the snapshot creation.

Context

If you do not want to continue using the current operating system or retaining its data, skip this

procedure and proceed to Change a system disk.

If you want to continue using the current system disk, you need to make an image based on the
current system disk. After the system disk is resized, you can completely copy all the data to a
new environment.

You can perform an alternative operation to create an image of the system disk. For details,

see Create custom images from snapshots.

Note:



When you create an image, check that the system disk has sufficient space. We recommend that
you reserve 1 GB space. Otherwise, the system may not start properly after the system disk is
resized.

Procedure
1. Log on to the ECS console.

2. On the Instances page, select a Depart nent and Regi on or enter an | nst ance Nane and

click Search to find the target instance.

3. Inthe Act i on column of the instance, click and select View Details to go to the Instance

Details page.

Note:

On the Instances page, you can also click an instance ID to go to the Instance Details page.

4. Click the Instance Snapshot tab. In the Act i on column of the target snapshot, click and

choose Create Custom Image from the drop-down menu.

5. In the Create Custom Image dialog box, enter a name and description for the custom image

and click Confirm.

Note:

* Remember the image name. You must select the custom image when replacing the system
disk.
* Do not select "Add Data Disk Snapshot". Selection of data disks is not supported during the

system disk replacement.

Result

After the image is successfully created, it is displayed on the Image page.

11.5.8.4 Change a system disk

Changing a system disk refers to allocating a new system disk. The system ID is updated and the

original system disk is released.
Prerequisites

+ To avoid data loss, back up all related data of the original system disk.

* Ensure that the instance where you want to change the system disk is in the St opped state.

Context



Changing a system disk causes the following impacts:

+ After the system disk is changed, user snapshots of the original system disk are retained. The
automatic snapshot policy becomes invalid and must be reconfigured.
+ After the system disk is changed, the system disk ID changes and the original system disk is
deleted.
Procedure
1. Log on to the ECS console.
2. Click the Instances tab to go to the Instances tab page.

3. Click the [« icon in the Actions column corresponding to an instance and choose View
L1IL]

Details from the shortcut menu.
4. On the Instance Details tab page that appears, click Change System Disk.

5. In the Change System Disk dialog box that appears, perform the following operations:

Note:

Before changing the system disk, read the prerequisites and background information carefully.

* Image Type: If you want to reserve data in the original system disk, select the custom
image created in Create an image from a snapshot. Otherwise, select a public image.
+ System Disk: You cannot change the disk type, but can specify a new disk size. The new

disk size cannot be less than the original disk size. It can be set to a maximum of 500 GB.



Change System Disk

Note: When the ECS instance replaces the system disk, the original system disk ID will be changed and the system
disk will be deleted.

Current Operating System: CentOS 7.3 64Bit

Image Type Public Image Custom Image

*Public Image CentQS - CentQS 5.11 32Bit v

* System Disk 40

6. Click OK. The system disk is scaled up.

@ Note:

Go back to the ECS console to view the task status. It may take 10 minutes to process the

change. After the system disk is changed, the instance automatically starts.

11.5.8.5 Set a snapshot policy for a system disk

After you replace a system disk, you must set a snapshot policy for the new system disk if

automatic snapshotting is needed.
For more information, see Configure an automatic snapshot policy.

11.5.9 Detaching a disk

On the ECS console, you can detach a data disk rather than a system disk. Local disks cannot be

detached.
Prerequisites

Pay attention to the following before detaching a data disk:



In Windows, you need to log on to the instance and perform Offline operation for the disk via
disk management. After the command is executed successfully, you can enter the console to

detach the disk.

Note:
To ensure data integrity, we recommend that you pause read/write operations for all the file
systems in this disk. Otherwise, the data that is not read or written completely may be lost.
In Linux, you need to log on to the instance and run the unnount command for the disk.
After the command is executed successfully, you can enter the console to perform the detach

operation for the disk.

Note:
If you have enabled automatically attaching data disk partitions during instance startup, before
detaching the data disk, you must delete the attaching information of the data disk partitions
from the /etc/fstab file first. Otherwise, you cannot connect the instance after the instance is

restarted.

The data disk to be detached must be in the Runni ng state.

Procedure

1.

2,

Result

Log on to the ECS console and go to the Disks page.

On the Disks page, select the disk you want to detach. In the Act i on column, click the

management icon and select Uninstall from the drop-down list.

In the Uninstall Disk dialog box that appears, select the instance to which the disk is attached,

confirm the information, and then click Submit.

In the disk list, check whether the disk is in the Avai | abl e state. If so, the disk is successfully

detached from the instance.

11.6 Images

11.6.1 Overview

An ECS image is a template that contains the software configurations such as the operating

system, application server, and application programs of the ECS instance. When creating an

instance, you must specify an ECS image. The operating system and software provided by the



ECS image are installed in the created instance. You can create a custom image based on a

created instance and then create more instances based on the custom image.

11.6.2 Select a suitable image

To create an instance, you must select a suitable image.
When selecting an image, consider the following factors:

* Region and zone.

» Select the Linux or Windows operating system.
The 512 MB memory specifications do not support the Windows operating system, while the 4

GB memory specifications and above do not support the 32-bit operating system.

» Select the 32-bit or 64-bit operating system.

When creating an instance, you can select a custom image or public image.

11.6.3 Create a custom image
11.6.3.1 Overview

You can create a custom image, and then use it to create ECS instances or replace the system

disk of an ECS instance.

11.6.3.2 Create custom images from snapshots

You can create custom images from snapshots on the system disk to fully load the operating

system and data environment information in the snapshots to the images.
Prerequisites

» The disk attribute of the snapshot must be system disk, and data disks cannot be used to

create a custom image.

* Make sure the system disk in your instance has available snapshots.

Procedure
1. Log on to the ECS console and go to the Snapshots page.

2. Select the system disk snapshot from which you want to create an image. In the Act i on

column, click and select Create Custom Image.

3. In the Create Custom Image dialog box, enter the following configuration information:



+ Custom | nrage Nane: Itis a required parameter. It is a string of 2 to 128 characters,
including special characters such as periods (.), hyphens (-), and underscores (_). It must
start with an uppercase or lowercase English letter.

*+ Custom | mage Descri ption:ltis arequired parameter. It is a string of 2 to 256

characters. It cannot start with http:// or https://.

4. After completing the configuration information, click Confirm.

11.6.3.3 Create a custom image from an instance

By creating a custom image based on an instance, you can fully replicate all disks of the instance,

including the data on the system disk and data disks, to the custom image (full image).

Prerequisites

To avoid data security risks, delete sensitive data before creating a custom image.

Context
When you create a full image from an instance, each disk of the instance creates a snapshot

automatically, and all the snapshots constitute a complete custom image.
Procedure

1. Log on to the ECS console.

2. Find the instance from which you want to create a custom image. In the Act i on column of the

instance, click the || icon and select Create Custom Image from the drop-down list.
L1l

3. In the Create Custom Image dialog box that pops up, provide the following configuration

information:

+ Custom | mage Nane: Itis a required parameter. It is a string of 2 to 128 characters,
including special characters such as periods (.), hyphens (-), and underscores (_). It must
start with an uppercase or lowercase English letter or a Chinese character.

*+ Custom | mage Descri ption:ltis an optional parameter. It is a string of 2 to 256

characters and can start with http:// or https://.

4. After you complete the settings, click Confirm.
11.6.4 View images
On the ECS console, you can view the created images and relevant information.

Procedure

1. Log on to the ECS console.



2. Select a Depart nent and Regi on or enter an | nrage Nane and click Search to find a

particular image and view its details.

Note:
Click Image Name and you can select below filtering conditions for your query: | mage | D

and | mage Type.

11.6.5 Copy images
To copy a custom image from one region to another, you can use the function of copying
images, which is suitable for deploying an application across regions or running the same image

environment on ECS instances in different regions.

Context

The time consumed for copying an image depends on the network status and concurrent tasks in
the queue.

Procedure
1. Log on to the ECS console.

2. Inthe Act i on column of the image to be copied, click the icon , then select Copy Image in

the drop-down menu.
3. In the Copy Image pop-up, you can see the ID of the custom image to be copied. Now

configure the following items:

* Nare: mandatory. Specify the name of the custom image shown in the target region.

+ Descri pti on: optional. Provide the description of the custom image shown in the target

region..

Note:
The description is 2 to 256 characters long and cannot start with "http://" or "https://".

* Click Confirm.

4. Switch to the target region and you can see that the custom image is in the status of

Cr eat i ng. When the status is Avai | abl e, the image is copied successfully.

11.6.6 Share images

You can share your custom images with other departments.

Prerequisites



Only custom images can be shared.

Procedure
1. Log on to the ECS console and go to the Images page.

2. Inthe Act i on column of the image to be shared, click the icon |3 and select Share Image
L]0

from the drop-down list.

3. In the dialog box that appears, select the target Depar t ment and click Confirm.

11.6.7 Import images
11.6.7.1 Overview

On the ECS console, you can import images as needed. You can create instances by using a
custom image, which may be created from your on-premise server, virtual machines or a cloud

server of other cloud platforms.

11.6.7.2 Notes for importing images

Pay attention to the following notes when importing images to ensure the availability of imported

images and improve the efficiency of the import operation.
Notes for importing Linux and Windows images:

* Import Linux images

* Import Windows images
Import Linux images
Imported Linux images have the following limits:

* Multiple network interfaces are not supported.

IPv6 addresses are not supported.

» The password must be 8 to 30 characters in length. It must contain uppercase or lowercase
letters, numbers, and special symbols.

» The firewall is disabled, and port 22 is enabled by default.

» The Linux system disk size is between 40 GiB and 500 GiB.

* DHCP must be enabled in the image.

» SELinux cannot be enabled.

* The Kernel-based Virtual Machine (KVM) driver must be installed.

*  We recommend that you install cloud-init to configure the hostname and NTP and yum sources



» The imported Red Hat Enterprise Linux (RHEL) image must have a BYOL license.

Table 11-6: Notes

systems (including 32-bit and 64-
bit) include:

+ CentOS

* Ubuntu

« SUSE

* OpenSUSE
* Red Hat

* Debian

+ CoreOS

* Aliyun Linux

Item Standard operating system Non-standard operating
image system image
Definition Supported standard operating Non-standard operating

systems include:

» Operating systems that are
not supported by Alibaba
Cloud

« Standard operating systems
that do not meet the
requirements of critical
system configuration files
, basic system environmen
ts, and applications.

If you want to use non-standard
operating system images, you
must select Others Linux when
importing images. If you import
non-standard operating system
images, Alibaba Cloud does
not pre-configure the created
instances. After you create an
instance, you must connect

to the instance by clicking
Connect to Management
Terminal in the ECS console.
You can then configure the IP
address, route, and password.

Critical system
configuration files

* Do not modify / et c/ i ssue*.

Otherwise, the system release
cannot be identified, leading to

system creation failure.

* Do not modify / boot / gr ub
/ menu. | st . Otherwise, the
system may fail to start up.

» Do not modify / et c/ f st ab
. Otherwise, partitions cannot

Requirements of standard
operating system images are
not supported.




Item

Standard operating system

image

Non-standard operating

system image

be loaded, leading to system
startup failure.

* Do not change / et ¢/ shadow
to read-only. Otherwise,
the password file cannot be
modified, leading to system
creation failure.

* Do not enable SELinux by
modifying / et ¢/ sel i nux
/ confi g. Otherwise, the
system may fail to start up.

Basic system
environment
requirements

* Do not adjust the system disk
partition. Only a single root
partition is supported.

* Make sure that the system
disk has a sufficient free space

* Do not modify critical system
files, such as / shi n, / bi n,
and/|i b*.

» Before importing an image,
confirm the integrity of the file
system.

* Only ext3 and ext4 file
systems are supported.

Applications

Do not install genu-ga in a
custom image. Otherwise, some
of the services that Alibaba Cloud
needs may become unavailable.

Image file formats

Only RAW and VHD images

can be imported. If you want to
import images in other formats,
use a tool to convert the format
before importing the image. We
recommend that you import
images in VHD format which has
a smaller transmission capacity.




image

Item Standard operating system Non-standard operating

system image

Image file size We recommend that you
configure the disk size for
importing images based on the
virtual disk size (not the image file
size). The disk size for importing
images must be greater than or
equal to 40 GiB.

Import Windows images

Imported Windows images have the following limits:

» The password must be 8 to 30 characters in length. It must contain uppercase or lowercase

letters, numbers, and special symbols.

* Imported Windows images do not provide the Windows activation service.

» The firewall must be disabled. Otherwise, remote logon is not possible. Port 3389 must be

enabled.

» The Windows system disk size is between 40 GiB and 500 GiB.

Table 11-7: Notes

Item Description

Operating system versions The following operating system images can be imported (
including 32-bit and 64-bit):

Microsoft Windows Server 2016

Microsoft Windows Server 2012 R2 (Standard Edition)
Microsoft Windows Server 2012 (Standard Edition and
Datacenter Edition)

Microsoft Windows Server 2008 R2 (Standard Edition,
Datacenter Edition, and Enterprise Edition)

Microsoft Windows Server 2008 (Standard Edition,
Datacenter Edition, and Enterprise Edition)

Microsoft Windows Server 2003 R2 (Standard Edition,
Datacenter Edition, and Enterprise Edition)

Microsoft Windows Server 2003 (Standard Edition,
Datacenter Edition, and Enterprise Edition) or later
versions, including Service Pack 1 (SP1)




Item Description

*  Windows 7 (Professional Edition and Enterprise
Edition)

Basic system environment « Multi-partition system disks are supported.

requirements * Make sure that the system disk has a sufficient free
space.

» Do not modify critical system files.

» Before importing an image, confirm the integrity of the
file system.

+ The NTFS file system with the MBR partition type is

supported.

Applications Do not install gemu-ga in an imported image. If it is
installed, some of the services that Alibaba Cloud needs
may become unavailable.

Image file formats « RAW
« VHD

We recommend that you configure the system disk size
for importing images based on the virtual disk size (not
the image file size). The system disk size for importing

images must be between 40 GiB and 500 GiB.

Note:
We recommend that you import images in VHD format
which has a smaller transmission capacity.

11.6.7.3 Convert image file format

Only image files in RAW or VHD format can be imported. To import images in other formats, use a
tool to convert the format before importing the images. You can use the gemu-img tool to convert
image files into VHD or RAW from other formats, such as RAW, Qcow2, VMDK, VDI, VHD (vpc),
VHDX, qcow1, or QED. You can also use gemu-img to convert image files between RAW and

VHD formats.
Install gemu-img and convert image file format

You can use different methods to install gemu-img and convert the image file format based on

operating system of your local computer:

 Windows

* Linux



Windows
To install gemu-img and convert the image file format, follow these steps:

Procedure
1. Download and install gemu. Installation path: C. \ Program Fi | es\ genu.
2. Do as follows to configure environment variables:
a) Select StartComputer, and right-click Properties.
b) In the left-side navigation pane, click Advanced System Settings.

c) In the System Properties dialog box, click the Advanced tab and click Environment

Variables.


https://qemu.weilnetz.de/w64/
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Figure 11-33: System properties

System Properties

d) In the Environment Variables dialog box, find the Pat h variable in System Variables, and

click Edit. If the Pat h variable does not exist, click New.
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Figure 11-34: Edit variables

Environment Variables x|

~User variables for Administrator
Variable | Value |
TEMP %USERPROFILE % \AppData\Local \Temp
™P %USERPROFILE % \AppData\Local \Temp

_Tiag -
C: \Windows\system32;C:

PATHEXT .COM; .EXE;.BAT;.CMD;.VB5;.VBE;. J5;....

PROCESSOR_A... AMD64 :I
vev.. | [EE ]| _osen |

ok | cancel

e) Add a variable value.

* In the Edit System Variables dialog box, add C. \ Progr am Fi | es\ genu to Vari abl e

Val ue. Different variable values are separated with semicolon (;).
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Figure 11-35: Edit system variable

o systemvarmble T

Variable name: |Paﬂ1

Variable value: | isPowerShell\v 1.0\}C: \Program F1|-E4‘PL.I'TTY1

ok | cancel |

* In the New System Variable dialog box, enter Pat h in Vari abl e Nane, and C.

\ Program Fi | es\ genu in Vari abl e Val ue.

Figure 11-36: New system variable

New System Variable x|

Variable name: |Paﬂ1

Variable value: | C:\Program Files\gemu

ok | cancel

3. Open the command prompt in Windows and run the genu-i ng - - hel p command. Ifitis

displayed successfully, the installation succeeds.

4. In the command prompt, runthecd [directory of the source image file]

command to change the file directory, for example, cd D: \ Convert | nage.

5. Run the following command in the command prompt to convert the image file format: genu-

inmg convert -f raw -O qcow2 centos.raw cent0s. qcow2.
The command parameters are described as follows:

+ -f is followed by the source image format.
» - O(uppercase is required) is followed by the converted image format, the source file name,

and the target file name.

After the file format is converted, the target file appears in the directory of the source image file.



Linux
To install gemu-img and convert the image file format, follow these steps:

Procedure

1. Install gemu-img, for example:

* For Ubuntu, runthe apt install gemnu-i ng command.

* For CentOS, run the yum i nstal | genu-i ng command.

2. Run the following command to convert the image file format.
gemu-ing convert -f raw -O gcow2 centos.raw cent os. gcow2

The command parameters are described as follows:

+ -f is followed by the source image format.
* - O(uppercase is required) is followed by the converted image format, the source file name,

and the target file name.

11.6.8 Export images

On the ECS console, you can export the custom images as needed.

Prerequisites
You have been authorized to export images. For the authorization procedure, see RAM

Management in Apsara Stack Console User Guide.

Procedure
1. Log on to the ECS console and go to the Images page.

2. Inthe Act i on column of the image to be exported, click the icon and select Export Image

from the drop-down list.

3. In the dialog box that appears, select an OSS Bucket , set an OSS Pr ef i x, and then click

Confirm.

Note:
OSS Prefi x: Itis an optional parameter, the value of which ranges from 1 to 30 characters

and is composed of letters and numbers.



11.6.9 Delete images

On the ECS console, you can delete images that are no longer needed.

Prerequisites

Currently, public images only support the batch delete function.
Procedure

1. Log on to the ECS console and go to the Images page.

2. Select a Depart nent and Regi on or enter an | mage Name and click Search to find the

target image.

3. Inthe Act i on column of the image, click the icon and select Delete from the drop-down

list.

Note:

When you select multiple images, you can click Delete in the upper-right corner of the page.

4. In the confirmation box that appears, click Confirm.

11.7 Snapshots

11.7.1 Overview
A snapshot saves the disk data of a certain point in time. It is used for data backup or making

custom images.
You may have the following needs when working with disks:

* Use the data on a disk as the basic data of another disk when writing or saving data to that disk

+ Restore your data to the expected status. Cloud disks provide a secure storage for your data.
However, if the data stored on the disk is incorrect, for example, due to an application error or
malicious tampering as a result of an application vulnerability, you may need to restore your

data.

Alibaba Cloud allows you to create a snapshot to retain a copy of the data on a disk at a certain
time point. You can create disk snapshots on a scheduled basis to guarantee your business

continuity.

Snapshots use an incremental backup scheme. Two snapshots are compared so that only the

changed data is copied, as shown in the following figure.



Figure 11-37: Operating principles of shapshots
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Snapshot 1, Snapshot 2, and Snapshot 3 are the first, second, and third disk snapshots of the disk
. The file system checks the disk data block by block. When a snapshot is created, only the blocks

with changed data are copied to the snapshot.

Because Snapshot 1 is the first disk snapshot, it copies all of the data on the disk. Snapshot 2 only
copies the changed data blocks B1 and C1 and references blocks A and D in Snapshot 1 as its
data blocks A and D. Similarly, Snapshot 3 copies the changed data block B2, references blocks
A and D in Snapshot 1 as its data blocks A and D, and references data block C1 in Snapshot 2 as

its data block C1.

If you restore the disk to the status at the time of Snapshot 3, you can perform snapshot rollback

to copy data blocks A, B2, C1, and D in Snapshot 3 to the disk.

If Snapshot 2 is deleted, data block B1 in the snapshot is deleted but data block C1 is not. In this
way, when you restore the disk to the status at the time of Snapshot 3, data block C1 can also be

restored.

Snapshots are stored in your Object Storage Service (OSS) instance, but the OSS console does
not allow you to query, manage, or calculate the bucket space used by the snapshot files. You can

operate snapshots only by using the ECS console or APlIs.

11.7.2 Create a snapshot

On the ECS console, you can create a snapshot for your disk manually.

Context

Alibaba Cloud provides the snapshot function for each user and imposes a quota on the number

of snapshots that can be created. Currently, you can create up to 64 snapshots for each disk.



Procedure
1. Log on to the ECS console and go to the Disks page.

2. Find the disk for which you want to create a snapshot. In the Act i on column of the disk, click

and select Create Snapshot from the drop-down list.

3. Enter a Snapshot Nane and Snapshot Descri pti on, and click Confirm .
4. Click the Snapshots tab, and you can view the snapshot creation progress and status. When
the Pr ogr ess is 100%, the snapshot is successfully created.
Note:
* The first time you create a snapshot for a disk, it takes a relatively long time because this is
a full snapshot.
*  When you create a snapshot for a disk with existing snapshots, it takes a relatively short
time. The specific duration depends on the volume of data changed between the snapshot
to be created and the previous snapshot. The greater the changed volume, the longer the
duration.
* Avoid creating snapshots during peak business hours.
11.7.3 View snapshots

On the ECS console, you can view the created snapshots and relevant information.

Procedure
1. Log on to the ECS console and go to the Snapshots page.

2. Select a Depart ment and Regi on or enter a Snapshot Nane and click Search to find the

target snapshot.

Note:
Click Snapshot Name and you can select other filtering conditions: Snapshot | D, Di sk

Nane, and Pr oj ect Narne.
11.7.4 Delete snapshots
You can use the ECS console to delete unnecessary snapshots.
Prerequisites

+ Deleted snapshots cannot be restored. Exercise caution when deleting snapshots.



+ If a system disk snapshot has been used to create a custom image, the snapshot cannot be
deleted.
Procedure
1. Log on to the ECS console.

2. Click the Snapshots tab. Set Department, Region, and a specific filter criterion. Click Search.

Note:
Filter criteria include: Snapshot Name, Snapshot ID, Disk Name, Project Name, and

Created At.

3. Click the icon in the Actions column corresponding to a snapshot and choose Delete from

the shortcut menu.

Note:

To delete multiple snapshots at the same time, select the snapshots and click Delete.

4. In the message that appears, click OK.
11.7.5 Application scenarios
This section introduces how to use snapshots to create images and data disks.
In addition to rolling back the source disks, you can also use snapshots in the following situations:

+ Create custom images.

+ Create data disks when you create an instance.
Create custom images

If you want to use one of the instances as a template, you can quickly create a custom image. For

the procedure, see Create custom images from snapshots.

Note:

Data disk snapshots cannot be used in the creation of custom images.
Use snapshots to create data disks for instances

You can use a snapshot to create a data disk for an instance so that the new data disk includes

the data on the data disk of another instance.

Operation procedure



When you Create disks, select Use Snapshot s to create a disk using the snapshot of another

data disk in the same region. The capacity of the new data disk is determined by the snapshot

capacity and cannot be changed.

Note:

If you reset a data disk that was created from a snapshot, the data disk restores the data in the

snapshot.

11.8 Automatic snapshot policies

11.8.1 Overview

Automatic snapshot policies include such items as when to create a snapshot in a day, on which

days in a week to repeat the creation, and how long to retain the snapshots. You can set them as

needed.

11.8.2 Create an automatic snapshot policy

On the ECS console, you can create an automatic snapshot policy as needed.

Procedure

1. Log on to the ECS console and go to the Snapshot Policies page.

2. Click Create.

3. Define configuration information for the automatic snapshot policy:

Table 11-8: Automatic snapshot policy configuration

Item

Description

Name

Name of the automatic snapshot policy. It is a string of
2 to 128 characters, including numbers, underscores
(L), and hyphens (-). It must start with an uppercase/
lowercase letter or a Chinese character.

Region

Sets the region to which the automatic snapshot policy is
applied.

Department

Sets the department to which the automatic snapshot
policy is applied.

Created At

Time of the day for starting automatic snapshot creation
. The value must be on the hour and ranges from 00:00
to 23:00 (24 time points in total). You can select multiple
time points.




Item Description

Repeat Date Days of the week for automatic snapshot creation,
ranging from Monday to Sunday. You can select multiple
days.

Snapshot Retention By default, the snapshot will be retained permanently.

Period(Days) You can enter: 1 to 65535.

4. After completing the settings, click Confirm.

What's next
After the automatic snapshot policy is successfully created, you must Configure an automatic

snapshot policy.

11.8.3 View automatic snapshot policies
On the ECS console, you can view the created automatic snapshot policies and relevant

information.
Procedure

1. Log on to the ECS console and go to the Snapshot Policies page.

2. Select a Regi on or enter a Snapshot Pol i cy | Dand click Search to view the automatic

snapshot policy.

Note:
Click Snapshot Policy ID and you can select filtering conditions from the drop-down menu:

Aut omati ¢ Snapshot Policy Nane.

11.8.4 Edit an automatic snapshot policy

On the ECS console, you can edit the information of an automatic snapshot policy.

Procedure
1. Log on to the ECS console and go to the Snapshot Policies page.

2. Inthe Act i on column for the target policy, click and select Edit.

3. In the dialog box that appears, you can modify Snapshot Pol i cy Nane, Created At,

Repeat Dat e, and Snapshot Retention Peri od. Then click Confirm.



11.8.5 Configure an automatic snapshot policy

On the ECS console, you can configure an automatic snapshot policy for a disk.

Prerequisites

+ Make sure that the disk to which you want to apply an automatic snapshot policy is in the

Runni ng state.

* The automatic snapshot command takes the following format: auto_yyyyMMdd_1, for example

, auto_20140418_1.

Note:

+  We recommend that you select periods with a low service load for automatic snapshot policy

execution.

» The snapshots you have manually created do not conflict with automatic snapshots. However,
if a disk is taking an automatic snapshot, you must wait for it to finish before you can manually
create a snapshot.

Procedure
1. Log on to the ECS console and go to the Disks page.

2. Find the disk for which you want to set an automatic snapshot policy. In the Act i on column of

the disk, click the icon and select Run Automatic Snapshot from the drop-down list.

3. In the Implement Automated Snapshot Policy dialog box that appears, select Snapshot

Pol i ci es, and click Confirm.

11.8.6 Configure an automatic snapshot policy for multiple
disks

On the ECS console, you can configure an automatic snapshot policy for multiple disks.
Procedure
1. Log on to the ECS console and go to the Snapshot Policies page.

2. Click the icon to the right of the target snapshot policies and select Configure.

3. Select one or more disks to which you want to configure automatic snapshot policies.

* In Optional Disk, specify multiple disks and click — to choose the disks.
* In Selected Disk, specify multiple disks and click < to remove the disks.

» On the top of Optional Disk, click Select All and click — to choose all disks.



4,

+ On the top of Selected Disk, click Select All and click « to remove all disks.

Click Confirm.

11.8.7 Delete an automatic snapshot policy

On the ECS console, you can delete an automatic snapshot policy that is no longer needed.

Procedure

1.

2,

4,

Log on to the ECS console and go to the Snapshot Policies page.
Select a Regi on, enter a Snapshot Policy | DorAutomatic Snapshot Policy Nane,
and click Search to find the target snapshot policy.

In the Act i on column of the automatic snapshot policy to be deleted, click the [+ icon and
L1IL]

select Delete from the drop-down list.

Click Confirm.

11.9 Security groups

11.9.1 Overview

A security group is a virtual firewall that controls the inbound and outbound traffic of an instance.

An instance must belong to at least one security group. As an important means of network isolatin,

a security group is used to divide the security domans on the cloud.

Security group restrictions

A single security group cannot contain more than 1,000 instances. If you require Intranet
mutual access among more than 1,000 instances, you can allocate them to different security

groups and permit mutual access through mutual authorization.

Each instance can join a maximum of five security groups.

Each security group can have a maximum of 100 rules.

Each user can have a maximum of 100 security groups.

Adjusting security groups does not affect the continuity of your services.

Security groups are stateful. If packets are permitted in the outbound direction, packets

transmitted over this connection are also permitted in the inbound direction.

Security group rules

Security group rules can be set that permit or forbid ECS instances in a security group from

accessing a public network or intranet in the inbound and outbound directions.



You can create or delete security group rules at any time. Once changes are made, the updated

security group rules are automatically applied to ECS instances in the security group.

When setting security group rules, make sure they are concise. If you add an ECS instance
to multiple security groups, hundreds of rules may apply to the instance, which may cause

connection errors when you access the instance.

11.9.2 View security groups

You can use the ECS console to view existing security groups and related information.
Procedure

1. Log on to the ECS console.

2. Click the Security Groups tab. Set Department, Region, and a specific filter criterion. Click

Search.

Note:
Filter criteria include: Security Group Name, Security Group ID, VPC ID, and Project

Name.

3. Click the icon in the Actions column corresponding to a security group and choose View

Details from the shortcut menu. On the ECS Instances tab page that appears, view instances

in the security group and security group rule details.

Note:

You can also click the ID of a security group to view security group details.

11.9.3 Add security group rules
You can add rules for a security group as required.
Procedure
1. Log on to the ECS console.

2. Click the Security Groups tab. Set Depart nent , Regi on, and Security G oup Nane.

Click Search to search for a security group.
3. Click the ID of the security group to go to the ECS Instances tab page.
4. Click the Rules tab. On the Rules tab page, click Create Security Group Rule.

5. In the dialog box that appears, configure security group parameters and click OK.



Parameter description:
« Authorization Policy:allows you to select Al | owor Bl ock.

The Block policy discards data packets without any response. If two security groups have
the same rules but different authorization policies, the Bl ock policy takes effect while the
Al | ow policy does not.

* Rule Direction:

= Outbound: Your ECS instances access other ECS instances in the internal network or
resources in the public network.
=— Inbound: Other ECS instances in the internal network or resources in the public network
access your ECS instances.
« Protocol TypeandPort Range: The port range setting is affected by the selected
protocol type. Table 11-9: Parameter description describes the relationship between

protocol types and port ranges.

Table 11-9: Parameter description

Protocol type Port range Scenario

All -1/-1 is displayed, indicating all ports |t is used in all trusted
. You cannot set a port range for this | scenarios.
protocol type.

TCP The port range can be customized. It can be used to allow
Valid values: 1 to 65535, in the or block one or several
format of Start Port/End Port. Even |successive ports.

for a single port, you need to set the
port range in the standard format.
For example, use 80/80 to indicate

UDP

port 80.
ICMP -1/-1 is displayed, indicating all ports | You can run the pi ng
. You cannot set a port range for this [ command to check network
protocol type. connection status between
instances.
GRE -1/-1 is displayed, indicating all ports | It is used for VPN service.

. You cannot set a port range for this
protocol type.

 Priority:allows you to set the priority. It is 1 by default, indicting the highest priority.



* Authorization Type and Aut hori zed | P Addr esses: The authorized IP address
setting is affected by the authorization type. Table 11-10: Authorization description

describes the relationship between authorization types and authorized IP addresses.

Table 11-10: Authorization description

Authorization type Authorized IP address

IP Address Segment Use the IP or CIDR block formats such as 12.1.1.1 or 13.1.1.1
Access /25. Only IPv4 addresses are supported. 0.0.0.0/0 indicates to
allow or block all IP addresses. Exercise caution when setting 0
.0.0.0/0.

Security Group Access | Security Group Access applies to internal IP addresses only.
For public network access, you must set the authorization type
to IP Address Segment Access.

* Descri pti on: allows you to add more information.

11.9.4 Remove an instance from a security group

On the ECS console, you can remove an instance from a security group that is no longer needed.

Procedure
1. Log on to the ECS console and go to the Security Groups page.

2. Select a Depart ment and Regi on, or enter a Security G oup Nane, and click Search to

find the target security group.
3. Click the security group ID to go to the ECS Instances page.

4. Click the || icon next to the target instance, select Remove from Security Group, and click
L1l

Confirm.

11.9.5 Delete a security group

On the ECS console, you can remove a security group that is no longer needed.

Prerequisites

Ensure all the instances are removed from the security group; otherwise, this security group

cannot be deleted.

Procedure

1. Log on to the ECS console and go to the Security Groups page.



2. Select a Depart nent and Regi on or entera Security G oup Name and click Search to

find the target security group.

3. Inthe Act i on column of the security group, click the icon and select Delete from the

drop-down list.

Note:
On the Security Groups page, you can select multiple security groups and click Delete. In the

confirmation box that appears, select Yes and click Confi rm

4. In the confirmation box that appears, click Confirm.

11.10 Elastic network interfaces

11.10.1 Overview
Elastic network interfaces (ENIs) are divided into primary ENIs and secondary ENIs. The primary
ENl is created by default upon the creation of an instance in a VPC. The lifecycle of the primary
ENI is the same as that of the instance and you are not allowed to detach the primary ENI from
the instance. The secondary ENI is created independently. You can attach it to an instance or

detach it from an instance. This topic describes secondary ENIs.
11.10.2 Create an ENI
On the ECS console, you can create an ENI as needed.

Procedure
1. Log on to the ECS console and go to the Elastic NIC page.
2. Click Create NIC in the upper-right corner of the page.

3. On the Create NIC page, configure the following ENI information and click Confirm.

Table 11-11: Configure an NIC

Item Description
Region + Regi on: Required. Select a region where the target ENI
resides.

» Zone: Required. Select a physical zone with independent
power grids and networks within a region. A zone can
communicate with other zones using the Intranet, and is
not affected by faults in other zones. If you want to improve




Item

Description

application availability, we recommend that you create
instances in different zones.

Configurations

+ Depart nment : Required. Select a department to which the
ENI belongs.

+ Proj ect: Required. Select a project to which the ENI
belongs.

* VPC: Required. Select a VPC where your instance resides.
The ENI can only be attached to an instance on the same
VPC.

Note:
You cannot change the VPC where the created ENI
resides.

* Security G oups: Required. Select a security group of
the current VPC.

* ENI Nane: Optional. Set the name of the ENI.

* | P Address: Optional. Enter the primary Intranet IPv4
address of the ENI. The IPv4 address must be an idle
address in the CIDR network segment of VSwitches. If you
do not specify an IPv4 address when creating an ENI, the
system automatically allocates an idle private IPv4 address
for you.

* Descri pti on: Optional. Enter a description for the ENI
for future management.

11.10.3 View ENIs

In the ECS Console, you can view the created ENIs and relevant information.

Procedure

1. Log on to the ECS console.

2. Enter the Network Interfaces page, select Depar t nent and Zone, or type in theNI C | D.

Click Search to find the specified ENI. You can view the details in the ENI list.

Note:

By clicking ID, you can select other filters in the drop-down list, such as Nl C Nan®e, Pr oj ect

Nane, VPC I D,VSwi tch I Dand | nst ance | D.




11.10.4 Edit an ENI

On the ECS console, you can modify the information of an ENI.

Procedure
1. Log on to the ECS console and go to the Elastic NIC page.

2. Find the target secondary ENI, click the <] icon in the Act i on column, and select Edit from
L1101

the drop-down list.

3. In the dialog box that appears, modify the NI C Nane, Security G oups, and Description
of the ENI, and click Confirm.

11.10.5 Attach an ENI to an instance

After creating an ENI, you can attach it to an instance.
Prerequisites
Pay attention to the following limits when you attach an ENI to an instance:

* You can only attach a secondary ENI to an instance.

* You have created an ENI as described in Create an ENI. The NEI must be in the Avai | abl e

state.

» The instance must be in the Running or Stopped state. For more information about how to
start or stop an instance, see Start, stop, or reboot an instance.

* The ENI must be in the same VPC as the instance.

+ The VSwitches of the ENI and the instance can be different, but they must be in the same zone

* An ENI can only be attached to one ECS instance at a time. However, an ECS instance can be
associated with multiple ENIs. For more information about the maximum number of ENlIs that

can be attached to each instance type, see Instance types in ECS Product Introduction.
Procedure

1. Log on to the ECS console.

2. Click the Elastic Network Interfaces (ENIs) tab. Click the [« icon in the Act i ons column
mjn

corresponding to a secondary ENI and choose Attach to ECS Instance from the shortcut

menu.

3. In the Attach to ECS Instance dialog box that appears, select a Dest i nati on | nst ance and

click OK.



11.10.6 Detach an ENI from an instance

You can use the ECS console to detach a secondary ENI (but not primary ENI) from an instance.
Prerequisites

* The secondary ENI must be in the InUse state.
» The instance must be in the Running or Stopped state. For more information about how to
start or stop an instance, see Start, stop, or reboot an instance.
Procedure
1. Log on to the ECS console.

2. Click the Elastic Network Interfaces (ENlIs) tab. Click the [o<: icon in the Act i ons column

corresponding to a secondary ENI and choose Detach from ECS Instance from the shortcut

menu.

3. In the message that appears, click OK.

11.10.7 Delete an ENI

On the ECS console, you can delete an ENI that is no longer needed.

Context

You can only delete ENIs one by one, but not multiple ENlIs at a time.

Prerequisites
An ENI has been detached from an instance and must be in the Avai | abl e status.
Procedure
1. Log on to the ECS console and go to the Elastic NIC page.
2. Select a Depart nent or Regi on, or enter an NI C | D, and click Search to find the target ENI.

3. Inthe Act i on column of the secondary ENI, click the || icon and select Delete from the
1]

drop-down list.

4. In the prompt box that appears, click Confirm.



11.11 Deployment sets

11.11.1 Overview

Provided by ECS, a deployment set allows you to understand the topology of host machines,

racks and switches. Also, it allows you to select a deployment strategy based on your business

needs, thus improving the reliability and performance of your services.

11.11.2 Create a deployment set

On the ECS console, you can create a deployment set as needed.

Procedure

1. Log on to the ECS console and go to the Deployment Set page.

2. Click Create Deployment Set.

3. On the Create Deployment Set page, make configuration for a deployment set.

Table 11-12: Configure a deployment set

Item

Description

Region

* Regi on: Required. Select a region where the target deployment
set resides.

+ Zone: Required. Select a physical zone with independent power
grids and networks within a region. A zone can communicate with
other zones using the Intranet, and is not affected by faults in
other zones. If you want to improve application availability, we
recommend that you create instances in different zones.

Configurations

+ Depart nent : Required. Select a department to which the target
deployment set belongs.

* Proj ect: Required. Select a project to which the target
deployment set belongs.

» Depl oynment Donmi n: Required. Set the deployment domain to
Default or Switch.

* Deploynment G anul arity: Required. Set the deployment
granularity to Host Machine, Rack, or Switch.

+ Depl oynment Strat egy: Required. Set the deployment policy
to Loose Dispersion or Strict Dispersion.

* Depl oynment Set Nane: Optional. Enter the name of the
deployment set.

» Descri ption: Optional. Enter a description for the deployment
set.




4. After completing the settings, click Confirm.

Result
You can view the created deployment set with the preceding attributes in the list of deployment

sets.

11.11.3 View a deployment set

On the ECS console, you can view the created deployment sets and the relevant information.
Procedure

1. Log on to the ECS console and go to the Deployment Set page.

2. Select a Depar t ment, Regi on, or enter a Depl oynent Set Nane, and click Search to find
the target deployment set. View detailed information about the deployment set in the list of

deployment sets.

Note:
Click Deployment Set Name, and you can select Depl oynent Set | Dor Proj ect Nane

from the drop-down list.

11.11.4 Edit a deployment set

On the ECS console, you can modify the information of a deployment set.

Procedure
1. Log on to the ECS console and find the deployment set you want to edit.

2. Inthe Act i on column of the deployment set, click the icon and select Edit from the drop-

down list.

3. In the dialog box that appears, edit the Nane or Descri pti on of the deployment set and click

Confirm.
11.11.5 Delete a deployment set
On the ECS console, you can delete a deployment set that is no longer needed.

Prerequisites

ECS instances have been completely removed from the deployment set.

Procedure

1. Log on to the ECS console and find the deployment set you want to delete.



2. Inthe Act i on column of the deployment set, click the icon and select Delete from the

drop-down list.

3. In the prompt box that appears, click Confirm.

11.12 Install FTP software

11.12.1 Overview

The File Transfer Protocol (FTP) is used to transfer files between two computers by establishing
two TCP connections. One of them is the command connection for transferring commands
between an FTP client and an FTP server. The other is the data connection for uploading or
downloading data. Before uploading files to an instance, you need to build an FTP site for

instances.

11.12.2 Install VSFTP in CentOS

This section introduces how to install VSFTP on CentOS instances.

Procedure
1. Install VSFTP. Runthe yum i nstal | vsftpd -y command to install VSFTP.

2. Add an FTP account and directory.

a. Check the location of nol ogi n. Itis usually in / usr/ sbi n/ nol ogi n or/ sbi n/ nol ogi n.

b. Create an account. Run the following command to create an account with / al i dat a/ ww/
www oot as your PWFTP home directory. To customize your account name and directory,
runuseradd -d /alidata/ ww www oot -s /shbin/nologin pwtp.

¢. Run the following command to change the account password:

passwd pwftp

d. Run the following command to modify the permissions on the specified directory:

chown -R pwitp. pwftp /alidata/ ww wwwr oot

3. Configure VSFTP.

a. Runthevi /etc/vsftpd/ vsftpd. conf command to edit the VSFTP configuration file.
b. Change anonynous_enabl e=YES to anonynous_enabl e=NOin the configuration file.

¢. Remove the comment tag # before the following configuration:

| ocal _enabl e=YES
write_enabl e=YES
chroot | ocal user=YES



d. To save the changes, press the ESC key and enter the following command: wqg.

4. Modify the shell configuration by editing / et ¢/ shel | s in the vi editor. If the file does
not contain / usr/ sbi n/ nol ogi n or/ sbi n/ nol ogi n (depending on the current system

configuration), add either one to the file.

5. Start VSFTP and test logon.

a. Runtheservice vsftpd start command to start VSFTP.
b. Use the account pwftp to test FTP logon. In this example, the directory is / al i dat a/ www/

W\ 00t .

11.12.3 Install VSFTP in Ubuntu and Debian

This section introduces how to install VSFTP on Ubuntu or Debian instances.

Procedure
1. Runthe apt-get install vsftpd -y command to install VSFTP.

2. Add an FTP account and directory.

a. Check the location of nologin. It is usually in / usr/ sbi n/ nol ogi n or/ sbi n/ nol ogi n.

b. Create an account. Run the following command to create an account with / al i dat a/ www
/ wwwr oot as your PWFTP directory. To customize your account name and directory, run
useradd -d /alidata/ ww www oot -s /sbin/nologin pwtp.

c. Runthe passwd pwft p command to change the account password.

d. Runthe chown -R pwftp. pwftp /alidata/ ww wwwr oot command to modify the

permissions on the specified directory.

3. Configure VSFTP.

a. Runthevi /etc/vsftpd. conf command to edit the VSFTP configuration file.
b. Change anonynous_enabl e=YES to anonynous_enabl e=NOin the configuration file.
c. Remove the comment tag # before the following configuration:
| ocal _enabl e=YES
write enabl e=YES
chroot | ocal user=YES

chroot |ist_enabl e=YES
chroot list file=/etc/vsftpd.chroot |ist

d. Save and exit.

e. Editthe/ et ¢/ vsftpd. chroot _I|i st file to add the FTP account to this file. Save and

exit.



4,

5.

Modify the shell configuration by editing / et ¢/ shel | s in the vi editor. If the file does
not contain / usr/ sbi n/ nol ogi n or/ sbi n/ nol ogi n (depending on the current system

configuration), add either one to the file.

Restart VSFTP and test logon.

a. Runtheservice vsftpd restart command to restart VSFTP.

b. Use the account pwftp to test FTP logon. The directory is / al i dat a/ www/ wwwr oot .

11.12.4 Configure FTP through IIS in Windows 2003

This section introduces how to configure FTP via IIS in Windows 2003.

Procedure

1.

After you connect to your ECS instance remotely, right-click My Computer and choose
Manage from the shortcut menu.

In the navigation pane, double-click Users to open the user list. Right-click the blank area of
the user list and click New User from the drop-down list.

Enter your FTP username and password, and click Create.

In the navigation pane, expand Internet Information Services (IIS) Manager and delete the

default FTP site. Right-click FTP Site, click New > FTP Site (F)... on the pop-up menu. Then,

you can create a new FTP site according to the instructions in FTP Site Creation Wizard.
Enter the path to the main directory and set access permission. In this example, the path is D:
\ websof t \ wwww.

Configure the permissions for the www folder of the new FTP site.

a. Right-click the www folder and choose Attributes from the shortcut menu.

b. Click the Security tab. In Group or User Name, select Users and set permissions.

c. Click Advanced, complete advanced security settings, and click Apply.

d. In the dialog box that appears, click Yes.

e. Wait until the operation is completed.

f. On the Security tab, add the permissions of the pwftp account, and add a user or group.

g- Click OK. The permission setting page appears. Click Advanced and complete advanced

security settings for the pwftp account. The setting method is the same as that for Users.

h. After completing the settings, click Apply and then OK.



11.12.5 Install and configure FTP in Windows 2008

This section introduces how to build FTP sites on instances in Windows Server 2008 or higher.

Procedure

1. After you connect to your ECS instance remotely, choose Start > Management Tools >
Internet Information Services (lIS) Manager, right-click the server name, and choose Add

FTP Site from the shortcut menu.

Figure 11-38: Add an FTP site

u—-EII‘ItEI‘I‘IEt Information Services (I15) Manager

@".T.." [*ijriz Z o

File  Wiew  Help

— “EL BV Z Home
Q- i\~ |8 @) iz
- Start Page _ -
Elﬁj ___ Filter: * B Go - \ggshow al | Gr
L Fefresh
-1 = #¢  Remove Connection E 7
&  Add webSite. . Al w& FTF
P FTP FTF Direckory  FTP Firewall
Skark ticakion Authaorizati. .. Braowsing Suppark

B Stop

&b | Add FTP Site...

Renarme EL ﬁ' &

kication Compression Defaulk Directary
Dacument Erowsing
3

& «Xy

SErver Warker
Certificates Processes

Switch to Content Wiew

2. Enter the FTP site name and specified path, and click Next.



Figure 11-39: Add an FTP site
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3. As shown in Figure Figure 11-40: Bind an IP address, set| P Address to Al | Unassi gned
and SSL to None.



Figure 11-40: Bind an IP address
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Figure 11-41: Set authentication and authorization
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5. Click Finish after completing FTP settings. You can use the administrator account and

password to upload and download files through FTP.
11.12.6 Install and configure IIS and FTP in Windows 2012
This section introduces how to install and configure IS and FTP in Windows 2012.

Procedure

1. In the lower-left corner of the server interface, click Server Manager to start the Server

Manager.



Figure 11-42: Start the server manager
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2. Start the IIS manager, as shown in the following figure.

Figure 11-43: Start the IIS manager
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3. Add an FTP site to the IIS manager, as shown in the following figure.
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Figure 11-44: Add an FTP site
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Figure 11-45: Enter site information
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Figure 11-46: Bind an IP address and set SSL
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Figure 11-47: Set authentication and authorization
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7. After completing FTP settings, use the default administrator account and password to test

logon. Then you can upload and download files.
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12 Auto Scaling (ESS)

12.1 What is ESS

Auto Scaling (ESS) is a management service that automatically adjusts the number of elastic

computing resources based on your business demands and strategies.

Based on user-defined scaling rules, ESS automatically adds ECS instances as business loads

increase to ensure sufficient computing capabilities. When your business loads decrease, ESS

automatically removes ECS instances to reduce running costs.

ESS provides the following functions:

Elastic scale-out

When business loads surge, ESS automatically increases underlying resources. This helps
maintain access speed and ensure that resources are not overloaded. For example, if the CPU
utilization of ECS instances exceeds 80%, ESS scales out ECS resources based on the rules
you defined. During the scale-out process, ESS automatically creates and adds ECS instances
to a scaling group, and adds the new instances to the SLB instance and RDS whitelist.

Elastic scale-in

When business loads decrease, ESS automatically releases underlying resources. This
prevents resource wastage and helps to reduce cost. For example, if the CPU utilization of
ECS instances in a scaling group falls below 30%, ESS scales in ECS resources based on
the rules you defined. During the scale-in process, ESS removes the ECS instances from the

scaling group, the SLB instance, and RDS whitelist.

Elastic recovery

The health status of ECS instances in a scaling group is determined based on the life cycle
of the instances. If an ECS instance is in an unhealthy state, ESS automatically releases the
instance and creates a new one. ESS adds the new instance to the SLB instance and RDS
whitelist. This process is called elastic recovery. It ensures that the number of healthy ECS

instances in a scaling group will not fall below the threshold that you defined.



12.2 Usage

12.2.1 Overview

Before you use ESS, you must understand its usage limitations and take necessary precautions.

12.2.2 Precautions

This topic describes the precautions when you use ESS.
Scaling rules

During calculation and execution, a scaling rule can automatically adjust the number of ECS

instances that need to be increased or decreased based on the MinSize and MaxSize values of
the scaling group. For example, if the number of ECS instances to be increased that is specified
by a scaling rule is 50 but MaxSize of the scaling group is 45, the scaling rule will be adjusted to

increase the number of instances to a maximum of 45 instances.
Scaling activities

» Only one scaling activity can be executed at a time in a scaling group.

» A scaling activity cannot be interrupted. For example, if a scaling activity to create 20 ECS
instances is being executed but only five have been created, the scaling activity cannot be
forcibly terminated.

* When a scaling activity fails to complete, the system prioritizes the integrity of the ECS
instances over the scaling activity. The system will roll back the ECS instances that fail to be
added or removed, but not the scaling activity. For example, if a scaling group has 20 ECS
instances, out of which 19 instances are added to SLB, only the one ECS instance that failed to

be added is automatically released.
Cooldown period

» During the cooldown period, if you manually execute a trigger task such as scaling rule or
scheduled task, the task is executed immediately without being affected by the cooldown
period.

» The cooldown period starts after the last ECS instance is added to or removed from the scaling

group by a scaling activity.



12.2.3 Manual intervention

If you manually intervene with ESS operations, ESS will process the intervention accordingly.

ESS does not prevent you from performing manual intervention, such as deleting automatica

lly created ECS instances through the ECS console. The following table describes how ESS

processes manual intervention.

Resource Manual intervention Processing method

ECS A user deletes an ECS ESS determines whether the ECS
instance from a scaling group |instance is in an unhealthy state through
through the ECS console or health check. If it is, ESS removes the

open APL. instance from the scaling group. The
intranet IP address of the ECS instance
is not automatically deleted from the RDS
access whitelist. When the number of
ECS instances (Total Capacity) in the
scaling group is smaller than MinSize,
ESS automatically creates and adds ECS
instances to the group until the number of
instances is equal to MinSize.

ECS A user revokes the ECS open | ESS rejects all scaling activity requests.
API permissions granted to
ESS.

SLB A user manually removes an | ESS does not automatically detect this
ECS instance from an SLB action or handle such exceptions. The
instance through the SLB ECS instance remains in the scaling group

console or open API. . If this instance is selected based on the
removal policy during a scaling activity, it
is released.

SLB A user manually deletes an ESS does not add ECS instances to

SLB instance or disables its scaling groups that are associated with

health check function through | this SLB instance. Scaling tasks can

the SLB console or open API. | trigger scaling rules to remove ECS
instances from the scaling group. ECS
instances determined to be unhealthy
by the health check function are also
removed.

SLB An SLB instance is unavailabl | All scaling activities fail except for instance

e because of system-related removal tasks that are manually executed
reasons.




Resource Manual intervention Processing method

SLB A user revokes the SLB open | ESS rejects all scaling activity requests
API permissions granted to for scaling groups associated with SLB
ESS. instances.

RDS A user manually removes ESS does not automatically detect this
the IP address of an ECS action or handle such exceptions. The
instance from an RDS ECS instance remains in the scaling group
whitelist through the RDS . If this instance is selected based on the
console or open API. removal policy during a scaling activity, it

is released.

RDS A user manually deletes an ESS does not add ECS instances that
RDS instance through the are associated with this RDS instance to
RDS console or open API. scaling groups. Scaling tasks can trigger

scaling rules to remove ECS instances
from the scaling group. ECS instances
determined to be unhealthy by the health
check function are also removed.

RDS An RDS instance is unavailabl | All scaling activities fail except for instance
e because of system-related removal tasks that are manually executed
reasons.

RDS A user revokes the RDS open | ESS rejects all scaling activity requests for
API permissions granted to the scaling groups associated with RDS
ESS. instances.

12.2.4 Quantity limits

Before you use ESS, you need to understand the quantity limits of ESS.

You can only create a limited number of scaling groups, scaling configurations, scaling rules,

scaling ECS instances, and scheduled tasks.

Table 12-1: Quantity limits

Item

Description

Scaling group

You can create a maximum of 20 scaling groups.

Scaling configuration

scaling group.

You can create a maximum of 10 scaling configurations in a

Scaling rule

You can create a maximum of 10 scaling rules in a scaling group.

ECS instances for scaling

scaling.

You can configure a maximum of 100 ECS instances for automatic




Item Description

Note:
This limit applies to the ECS instances that are automatically
created, but does not apply to manually added ones.

Scheduled task You can create a maximum of 20 scheduled tasks.

12.2.5 Scaling group statuses

Before you manage a scaling group, you need to understand the scaling group statuses.

A scaling group can be in Active, Inactive, or Deleting state. Table 12-2: Scaling group statuses

describes the details.

Table 12-2: Scaling group statuses

Status Status in open API
Creating Inactive

Created Inactive

Enabling Inactive

Running Active

Disabling Inactive

Stopped Inactive

Deleting Deleting

12.2.6 Scaling activity process

Before you use ESS, you need to understand the processes related to the scaling activity.

Automatic scaling of a scaling group

Automatic scale-out

1.

2
3
4,
5
6

Check the health status and other prerequisites for scaling.

. Allocate the activity ID and execute the scaling activity.

. Create ECS instances.

Modify Total Capacity.

. Allocate IP addresses to the created ECS instances.

. Add ECS instances to the RDS whitelist.




7.
8.

9.

Start ECS instances.

Associate the ECS instances to an SLB instance and set the weight to the SLB wei ght value

when the scaling configuration is created.

The scaling activity completes, and the cooldown period starts.

Automatic scale-in

1.

© N o a0 » w0 Db

Check the health status and other prerequisites for scaling.
Allocate the activity ID and execute the scaling activity.
Remove ECS instances from the SLB instance.

Stop ECS instances.

Remove ECS instances from the RDS whitelist.

Release ECS instances.

Modify Total Capacity.

The scaling activity completes, and the cooldown period starts.

Manually adding or removing existing ECS instances

Manually adding

1.

o o > @ b

7.

Check the health status and other prerequisites for scaling, and check the status and type of

ECS instances.

Allocate the activity ID and execute the scaling activity.
Add ECS instances.

Modify Total Capacity.

Add ECS instances to the RDS whitelist.

Associate ECS instances to an SLB instance and set the weights to the SLB wei ght value of

the active scaling configuration.

Note:
When you need to manually add an instance, the instance type must be the same as that
specified in the active scaling configuration of the scaling group. Therefore, you must set the

weight to the SLB wei ght value specified in the scaling configuration.

The scaling activity completes, and the cooldown period starts.

Manual removal

1.

Check the health status and boundary conditions of a scaling group.



Allocate the activity ID and execute the scaling activity.
SLB stops forwarding traffic to ECS instances.
Remove ECS instance from SLB after 60 seconds.
Remove ECS instances from the RDS whitelist.
Modify Total Capacity.

Remove ECS instances from the scaling group.
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The scaling activity completes, and the cooldown period starts.

Note:
The life cycle of a scaling activity starts at checking the health status and other prerequisi

tes for scaling. and ends at starting the cooldown time.

12.2.7 Removal of unhealthy ECS instances

Before you use ESS, you need to read information about the removal of unhealthy ECS instances.

After an ECS instance has been successfully added to a scaling group, ESS periodically scans
its status. If the ECS instance is not in Running state, ESS removes the ECS instance from the

scaling group.

» If an ECS instance is created automatically, ESS immediately removes and releases it.

+ If the ECS instance is added manually by a user, ESS immediately removes it, but does not

stop or release it.

The MinSize attribute of a scaling group does not limit the removal of unhealthy ECS instances
. That is, the total number of ECS instances can fall below MinSize after the removal. ESS
automatically creates ECS instances based on the difference between the actual instance number

and MinSize to ensure the total number is equal to MinSize.

12.2.8 Instance rollback after a scaling activity failure
Before you use ESS, you need to understand the mechanism of instance rollback after a failed

scaling activity.

When a scaling activity fails to complete, the system prioritizes the integrity of the ECS instances
over the scaling activity. The system will roll back the ECS instances that fail to be added or
removed, but not the scaling activity. That is, the system rolls back ECS instances, not the scaling

activity.

Example



If a scaling group has created 20 ECS instances, out of which 19 instances are added to SLB,

only the one ECS instance that failed to be added is automatically released.
12.2.9 Instance life cycle management
Before you use ESS, you need to understand the concepts related to instance life cycles.
ECS instances in a scaling group can be created automatically or added manually.
Automatically created ECS instances

ECS instances are automatically created by ESS based on user-defined scaling configurations

and rules.

ESS manages the entire life cycle of this type of ECS instances. ESS creates this type of ECS

instances during scale-out, and stops and release them during scale-in.
Manually added ECS instances
ECS instances are manually added to a scaling group.

ESS does not manage the entire life cycle of this type of ECS instances. Such instances are not
created by ESS, but are manually added by a user to a scaling group. When the ECS instances
are removed from a scaling group manually or as the result of an automatic scale-in, ESS

removes the instances but does not stop or release them.
Instance status
An ECS instance in a scaling group undergoes the following status during its life cycle:

* Pending: The ECS instance is being added to a scaling group. For example, ESS is creating

the instance or adding it to an SLB instance or RDS whitelist.

* In Service: The ECS instance has been successfully added to a scaling group and is providing

services normally.

+ Removing: The ECS instance is being removed from a scaling group.
Instance health statuses
An ECS instance in a scaling group has the following health statuses:

* Healthy
* Unhealthy

If an ECS instance is not in Running state, it is considered as an unhealthy instance. ESS

automatically removes unhealthy ECS instances from a scaling group.



» ECS instances that are automatically created are stopped and released by ESS.

+ ECS instances that are manually added are not stopped and released by ESS.

12.3 Quick start

12.3.1 Overview
This topic describes how to quickly create scaling groups, configurations, and rules. It is designed

to guide you through the process of automatic scaling creation.
Follow these steps:
1. Create a scaling group

Configure information such as MinSize and MaxSize attributes of scaling resources, as well as

SLB and RDS instances to be associated with a scaling group.

2. Create a scaling configuration

Configure ECS instance configurations for automatic scaling, such as Image ID and Instance
Type.

3. Enable a scaling group

Enable the scaling group created in step 2.

4. Create a scaling rule

Create a scaling rule based on actual conditions. ESS executes scaling based on the specified

rule, such as adding N ECS instances.

5. Create a scheduled task

Create a scheduled task based on actual conditions. ESS executes scaling rules at a specified
point in time. For example, you can create a scheduled task to execute the scaling rule created

in step 4 at 12:00.
12.3.2 Log on to the ESS console
This section describes how to log on to the ESS console.
Prerequisites

+ Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l P addr ess or donai n nane

address of the Apsara Stack consol e/manage.



*  We recommend that you use the Chrome browser.

Procedure
1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http://l P address or domai n name address of the Apsara Stack consol e/

manage, and then press Enter.

3. Enter the correct username and password.

» The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (A to Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).
4. Click LOGIN to go to the Dashboard page.

5. From the top navigation bar, choose Console > Compute, Storage & Networking > Auto

Scaling.

12.3.3 Create a scaling group

You must create scaling groups before you can use the services provided by ESS.
Prerequisites

» The scaling groups must be in the same region as the SLB and RDS instances that they will be

associated with.
* A maximum of 20 scaling groups can be created by a user.
Procedure
1. Log on to the ESS console.

2. Navigate to the Scaling Groups page, and click Create Scaling Group. On the page that

appears, configure relevant parameters.

Table 12-3: Parameters for creating a scaling group describes the configurations of each

parameter.



Table 12-3: Parameters for creating a scaling group

Type Parameter Description
Region Region Required. The region to which the scaling
group belongs.
Basic Settings Department Required. The department to which an
instance belongs.
Project Required. The project to which an instance

belongs.

Scaling Group
Name

Required. A scaling group name must be

2 to 40 characters in length. It can contain
numbers, uppercase letters, lowercase letters,
underscores (_), hyphens (-), and periods (.). It
must start with a number or letter.

Minimum Required. The minimum number of instances
Instances that a scaling group must contain to ensure
availability. After you have completed this
scaling group configuration, the system creates
a group containing the number of instances as
specified here. Value range: 0—-100.
Maximum Required. The maximum number of instances
Instances that a scaling group can contain, to control

costs. Value range: 0-100.

Default Cooldown
Time

Required. The cooldown period for a scaling
group. After a scaling activity has been
successfully executed and the last ECS
instance is added to or removed from the
group, the cooldown period starts immediately.
During the cooldown period, this scaling group
cannot execute any new scaling activities. The
value must be an integer with a minimum value
of 0. Value range: 0-86400.

Removal Policy

Optional. This policy is used to filter and
remove ECS instances from a scaling group
using multiple filtering conditions.

Network type

VPC

Virtual Private Cloud (VPC): VPC helps you
build an isolated network environment in
Apsara Stack. You can customize routing
tables, IP address segments, and gateways in




Type

Parameter

Description

a VPC. We recommend that you set Network
Type to VPC to improve security.

Before you set Network Type to VPC, ensure
that you have created a VPC and VSwitch.
For more information, see Create a VPC and
Create a VSwitch in VPC User Guide.

Classic Network

Cloud services in a classic network are not
isolated. Unauthorized access to cloud
services is blocked only by the security group
or whitelist policy.

Whitelist
Configuration

SLB Instances

Optional. The SLB instance to be associated
with the scaling group. If an SLB instance is
specified for a scaling group, the scaling group
automatically adds its ECS instances to the
specified SLB instance.

Note:

* The specified SLB instance must be active

* An ECS instance that is added for load
balancing has a default weight of 50.

Databases

« Optional. If an RDS instance is specified
for a scaling group, the scaling group
automatically adds the intranet IP
addresses of its ECS instances to the
whitelist of the specified RDS instance.

Note:

— The specified RDS instance must be in
the Runni ng state.

— The number of IP addresses in the
whitelist of the specified RDS instance
cannot exceed the whitelist upper limit.

= A scaling group does not take effect
immediately after creation. It must be

enabled before scaling rules can be
triggered and scaling activities can be
executed.




3. After you complete the parameter configurations, click Create.

12.3.4 Create a scaling configuration
You can create a scaling configuration to customize the specifications of the ECS instances that
are to be automatically added to a scaling group.

Procedure
1. Log on to the ESS console.

2. On the Scaling Groups tab page, click the ID of the scaling group for which you want to create

a scaling configuration.

3. Click the Scaling Configurations tab, and then click Create Scaling Configuration. On the

page that appears, configure relevant parameters.

Table 12-4: Parameters for creating a scaling configuration describes the configurations of

each parameter.

Table 12-4: Parameters for creating a scaling configuration

Type Parameter Description

Basic Settings Configuration Name The name of the scaling configurat
ion. The name must be 2 to 40
characters in length. It can contain
numbers, uppercase letters,
lowercase letters, underscores (),
hyphens (-), and periods (.). It must
start with a number or letter.

Security Groups The security group to which an
instance belongs.

Instances Instance Series The default value is Series 3.
1/0 Optimized The default value is 1/0-Optimized
Instances.

Instance Specification The instance specification that you
need.

Network Public Bandwidth The method used for calculate billing
for public bandwidth. The values
include Pay By Traffic and By Fixed
Bandwidth.




Type

Parameter

Description

Bandwidth

The bandwidth that you need. You
can adjust the slider to set the
bandwidth.

Images

Image Type

* Click Public Image to select an
operating system and version as
required.

* If you need to configure automatic
Web server startup, code
download, and script download,
select Custom Image.

Storage

System Disk

The type and size of the cloud disk
that is used to install the system
image.

Data Disk

The data disks to be added. You can
select the type, size, and mount point
of the data disk. In the current ESS
version, you can add up to four data
disks to each ECS instance.

4. After you complete the parameter configurations, click Create.

12.3.5 Enable a scaling group

Before you use a scaling group, you must manually enable the group.

Prerequisites

» The scaling group is in the | nact i ve state.

» The scaling group has an active scaling configuration.

» Asingle scaling group can only have one Act i ve scaling configuration at a time.

Procedure

1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group that you want to enable, click the

1 icon in the Act i ons column, and choose Enable from the shortcut menu.

00

3. In the message that appears, click OK.

Result

The scaling group status will change from | nacti ve to Act i ve.




12.3.6 Create a scaling rule

After you create a scaling group, you must create scaling rules to be applied within the group.
Context

» Up to 10 scaling rules can be created within a scaling group.

+ If the number of ECS instances in a scaling group is smaller than Minimum Instances or
greater than Maximum Instances after the execution of a rule, ESS automatically adds or
removes a number of ECS instances. This ensures that the number of instances is always
within the preset value range.

» After a scaling rule is created, a unique identifier is generated. The unique identifier can be

used by the following open APIs:

= ScalingRuleAri: You can specify the identifier when calling this API to manually execute a
scaling rule.
= ScheduledAction: You can specify the identifier when calling this API to execute the scaling
rule at scheduled intervals.
Procedure
1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group for which you want to create a

scaling rule, and click the group ID. The Basic Information page appears.
3. Click the Scaling Rules tab, and then click Create Scaling Rule.
4. In the Create Scaling Group Rules dialog box that appears, configure relevant parameters.

Table 12-5: Parameters for creating a scaling rule describes the configurations of each

parameter.

Table 12-5: Parameters for creating a scaling rule

Parameter Description

Rule Name The name of a scaling rule. The name must be 2 to 40
characters in length. It can contain numbers, uppercase
letters, lowercase letters, underscores (_), hyphens (-), and
periods (.). It must start with a number or letter.

Rule Select Change To, Add, or Renove from the drop-down
list, and enter a number in the text box to specify the
number of ECS instances.

Cooldown Time The cooldown period.




Parameter Description

Note:
If this parameter is left empty, the cooldown period of the
scaling group will be used by default.

5. After you have completed the parameter configuration, click OK.

12.3.7 Create a scheduled task

In the ESS console, you can directly create a scheduled task.
Prerequisites

* A scheduled task is created based on input parameters. You can create up to 20 scheduled

tasks.

+ If multiple tasks are scheduled for the same point in time, the most recent scheduled task is
executed.
Procedure
1. Log on to the ESS console.
2. Click the Scheduled Task tab. Then, click Create Scheduled Task and configure parameters.

Table 12-6: Parameters for scheduled task configuration describes the configurations of each

parameter.

Table 12-6: Parameters for scheduled task configuration

Type Parameter Description

Region Region Required. It is automatically set by the system and
cannot be changed.

Basic Department Required. It specifies the department to which an
Configuration instance belongs.
Project Required. It specifies the project to which an

instance belongs.

Task Name Required. The name must be 2 to 40 characters in
length. It can contain numbers, uppercase letters

, lowercase letters, underscores (_), hyphens (-),
and periods (.). It must start with a number or letter




Type Parameter Description
Description Optional. It is a description of the instance. It must
be at least two characters in length.
Execution Time Required. It specifies the execution time of a task.
Scaling rule Required. It specifies the scaling group and rule of
the task to be executed.
Retry Expiry Time | Optional. It specifies a period of time during which
(Seconds) the system retries to execute a task.
Repeat Cycle Settings It specifies whether to set a repeat cycle. The
default value is No Wat er mar k. If you select
Set ti ngs, you must set Repeat Cycl e and
Dupl i cate End Ti me simultaneously.

3. After you complete the parameter configurations, click Create.

12.4 Scaling group

12.4.1 Overview

A scaling group is a group of ECS instances that is dynamically scaled based on the configured

scenario. You can specify the maximum and minimum number of ECS instances in a scaling

group, as well as SLB and RDS instances associated with the group.

12.4.2 Query a scaling group

You can query created scaling groups and their related information in the ESS console.

Procedure

1. Log on to the ESS console.

2. On the Scaling Groups tab page, set filtering conditions such as Depar t nent , Regi on, or

| nst ance Nane, and click Search.

Note:

+ Click Instance Name, you can select other filtering conditions from the drop-down list,

including | nst ance | D, St at us, and Proj ect Nare.

+ On the Scaling Groups tab page, you can click an instance ID to go to the Basic

Information page.




3. Click the '« iconin the Act i ons column corresponding to an instance, and choose View
00

Details from the shortcut menu. The Basic Information page appears.

12.4.3 Modify scaling group information

You can modify scaling group information in the ESS console.

Context
When the number of ECS instances in a scaling group is not within the range specified by MinSize
and MaxSize, ESS automatically adds or removes instances from the group. This ensures that the
number of instances in the group is within the values specified for MaxSize and MinSize.
Procedure
1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group to be modified, click the ' 7| icon
a0

in the Act i ons column, and choose Change from the shortcut menu.

3. In the Edit Scaling Group Information dialog box that appears, modify the parameters of the

scaling group.

4. After you have completed the parameter configurations, click Change.

12.4.4 Disable a scaling group

You can disable scaling groups in the ESS console.
Prerequisites

* You can disable a scaling group only when it is not executing any scaling activity.

* You can successfully disable a scaling group only when it is in the Act i ve state.

Procedure
1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group to be disabled, click the |7 icon
OO0

in the Act i ons column, and choose Disable from the shortcut menu.
3. In the message that appears, click OK.

Result

The scaling group status changes from Acti ve to | nacti ve.



12.4.5 Delete a scaling group

You can delete scaling groups that you no longer use in the ESS console.
Context

» If you delete a scaling group through the ESS console, the group is forcibly deleted.
» Deleting a scaling group also deletes all scaling configurations, rules, activities, and requests
related to the group.
» Deleting a scaling group does not delete scheduled tasks, SLB instances, or RDS instances
related to the group.
Procedure
1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group to be deleted, click the | 7| icon in
a0

the Act i ons column, and choose Delete from the shortcut menu.

3. In the message that appears, click OK.

12.4.6 Query ECS instances

You can query ECS instances in the ESS console.

Procedure
1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group whose ECS instance you want to

query, click the | g icon in the Act i ons column, and choose View Details from the shortcut
00

menu.

3. Click the ECS Instances tab to view instance details.
* Query ECS instances in a scaling group
There are two types of ECS instances in a scaling group:

— Automatically created: ECS instances that are created automatically based on scaling
configurations and rules.
— Manually added: ECS instances that are added manually to a scaling group by a user.

+ Life cycle of ECS instances in a scaling group:

— Addi ng: An ECS instance is being added to a scaling group. For example, the instance

is being created or added to an SLB or RDS whitelist.



= | n Servi ce: An ECS instance has been successfully added to a scaling group and is

providing services normally.
— Renpvi ng: An ECS instance is being removed from a scaling group.

« ECS health status
Health status of ECS instances:

— Healthy
= Unhealthy

ESS automatically removes unhealthy ECS instances from a scaling group. ECS instances
that are automatically created are stopped and released by ESS. ECS instances that are

manually added are not stopped or released by ESS.

12.5 Scaling configuration

12.5.1 Overview

Scaling configurations specify the specifications of ECS instances used for automatic scaling.
When automatically adding ECS instances to a scaling group, ESS will create ECS instances

based on the scaling configurations.

12.5.2 Query a scaling configuration

You can query created scaling configurations and their related information in the ESS console.

Procedure
1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group of which you want to query the
scaling configuration, and click a configuration in the Scal i ng Confi gur ati on column

corresponding to the group. The Scaling Configurations tab page appears.

3. On the Scaling Configurations tab page, click the ' icon in the Act i ons column and
OO0

choose View Details from the shortcut menu.

Note:
You can also click a scaling configuration name on the Scaling Configurations tab page to

view configuration details.



12.6 Scaling rule

12.6.1 Overview

Scaling rules define specific scaling actions executed by ESS, such as scaling in and out ECS

instances.

12.6.2 Query a scaling rule

You can query created scaling rules and their related information in the ESS console.

Procedure
1. Log on to the ESS console.
2. On the Scaling Groups tab page, locate the scaling group for which you want to query a
scaling rule, and click the group ID. The Basic Information page appears.
3. Click the Scaling Rules tab, locate the scaling rule you are searching for, and click the %.;_3.'
icon in the Act i ons column.
4. Choose View Details from the shortcut menu. The scaling rule details are displayed.

12.6.3 Edit a scaling rule

You can edit scaling rule information in the ESS console.

Procedure
1. Log on to the ESS console.
2. On the Scaling Groups tab page, locate the scaling group for which you want to edit scaling
rules, and click the group ID. The Basic Information page appears.
3. Click the Scaling Rules tab, locate the scaling rule to be modified, click the %Q icon in the
Act i ons column, and choose Change from the shortcut menu.
4. In the Edit Scaling Group Rules dialog box that appears, edit Rul e Nane, Rul e, or

Cool down Ti ne, and click OK.

Note:

* Rul e Nane: The name must be 2 to 40 characters in length. It can contain numbers,
uppercase letters, lowercase letters, underscores (_), hyphens (-), and periods (.). It must

start with a number or letter.



* Cool down Ti ne: If this parameter is left empty, the cooldown period of the scaling group

will be used by default.

12.6.4 Delete a scaling rule

You can delete scaling rules that you no longer use in the ESS console.

Procedure

1.
2,

4,

Log on to the ESS console.

On the Scaling Groups tab page, locate the scaling group that contains the scaling rule to be

deleted, and click the group ID. The Basic Information page appears.

Click the Scaling Rules tab, locate the scaling rule to be deleted, click the ' 7 icon in the
0

Act i ons column, and choose Delete from the shortcut menu.

In the Delete Scaling Rule message that appears, click OK.

12.7 Trigger tasks

12.7.1 Overview

In the ESS console, you can perform automatic scaling by manually executing scaling rules or

adding ECS instances.

12.7.2 Manually execute a scaling rule

This topic describes how to manually execute a scaling rule.

Prerequisites

If you need to execute a scaling rule, note the following limits:

The status of the scaling group including the scaling rule must be Act i ve.
The scaling group including the scaling rule is not executing any scaling activity.
An Apsara Stack tenant account can automatically scale up to a maximum of 1,000 ECS

instances across all scaling groups in all regions. This limit applies to the ECS instances that

are automatically created, but does not apply to manually added ECS instances.

ESS automatically scales ECS instances to ensure that the actual number of instance does not

exceed the limits.

Procedure

1.

Log on to the ESS console.



2. On the Scaling Groups tab page, locate the scaling group for which you want to execute a

scaling rule, and click the group ID. The Basic Information page appears.

3. Click the Scaling Rules tab, locate the scaling rule to be executed, click the | g icon in the
0

Act i ons column, and choose Execute from the shortcut menu.

12.7.3 Add an ECS instance

You can add ECS instances to a specific scaling group in the ESS console.
Prerequisites
Only ECS instances that meet the following conditions can be added to the scaling group:

* It must be in the same region as the scaling group.

* The instance type must be the same as that specified in the active scaling configuration.
» It must be in the Runni ng state.

* It cannot belong to any other scaling group at the same time.

+ If the network type of the scaling group is VPC, only instances belonging to the same VPC as

the scaling group can be added.
Before adding an ECS instance, you must ensure that:

* The scaling group is in the Act i ve state.

* No scaling activities are being executed in the scaling group.

Note:

* If no scaling activities are being executed in the scaling group, you can immediately remove
ECS instances and do not need to wait after the cooldown period.

+ If a manual addition operation would cause the number of instances to exceed MaxSize, the
add operation fails.

» Manually added ECS instances are not associated with the active scaling configuration in the

scaling group.
Procedure

1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group to which you want to add ECS

instances, and click the Group ID. The Basic Information page appears.

3. Click the ECS Instances tab, and click Add an Existing Instance.



4. In the dialog box that appears, select the target instances in the right-side Avai | abl e

| nst ances list, click the n icon to add instances to the left-side Sel ect ed | nst ances

list, and click OK.

Note:

* You can click All to select all instances in a list.

* Click the n icon to remove selected instances.

12.7.4 Remove an ECS instance

You can remove ECS instances from a scaling group in the ESS console.
Prerequisites

*  When an automatically created ECS instance is removed from a scaling group, the instance is
stopped and released.

* When a manually added ECS instance is removed from a scaling group, the instance is not
stopped or released.

Prerequisites to remove an ECS instance:

» The scaling group must be Acti ve.

* No scaling activities are being executed in the scaling group.

Note:

* If no scaling activities are being executed in the scaling group, you can immediately remove
ECS instances and do not need to wait after the cooldown period.
* If a manual remove operation would cause the number of instances be less than MinSize, the
remove operation fails.
Procedure

1. Log on to the ESS console.

2. On the Scaling Groups tab page, locate the scaling group from which you want to remove

ECS instances, and click the group ID. The Basic Information page appears.

3. Click the ECS Instances tab. Click Auto Created or Manually Added on the tab page.



4. Locate the instance to be removed, click the | icon in the Act i ons column, and choose
00

Remove and Release from the shortcut menu.

5. In the message that appears, click OK.

12.8 Scheduled tasks

12.8.1 Overview
If a scaling group is disabled or executing a scaling activity, a scheduled task fails to execute
a scaling rule. The scheduled task is automatically retried within LaunchExpirationTime. After
LaunchExpirationTime expires, the task is abandoned. If multiple tasks in the same group are
scheduled at similar points in time, the earliest task executes its scaling activity first. A scaling
group can execute only one scaling activity at a time. Other tasks attempt to execute the rule
within LaunchExpirationTime. If a scaling activity is completed within LaunchExpirationTime, the

completed activity will trigger the next scheduled scaling rule and execute the scaling activity.

12.8.2 Query a scheduled task

In the ESS console, you can query created scaling rules and related information.

Procedure
1. Log on to the ESS console.

2. Click the Scheduled Task tab, locate a task to be queried, and click the | 5. icon in the
a0

Act i ons column.

3. Choose View Details from the shortcut menu. The task details are displayed.

12.8.3 Edit a scheduled task

In the ESS console, you can modify scheduled task information.

Procedure
1. Log on to the ESS console.

2. Click the Scheduled Task tab, locate a scheduled task to be edited, click the |7 icon in the
00

Act i ons column, and choose Change from the shortcut menu.

3. In the displayed Change Scheduled Task dialog box, modify the following parameters:



Table 12-7: Parameters for scheduled task modification

Parameter

Description

Task Name

It specifies the name of a task. The name
must be 2 to 40 characters in length. It

can contain numbers, uppercase letters,
lowercase letters, underscores (_), hyphens
(-), and periods (.). It must start with a number
or letter.

Description

It specifies supplementary information about
a task. It must be at least two characters in
length.

Execution Time

It specifies the execution time of a task.

Scaling Rule

It specifies the scaling rule of a task.

Retry Expiry Time

It specifies a period of time during which the
system retries to execute a task.

Duplicate Setting

It defaults to Setting.

Repeat Cycle

It specifies the repetition cycle of a scheduled
task.

Duplicate End Time

It specifies the end time of a repeating
scheduled task.

4. After you complete the parameter configurations, click OK.

12.8.4 Disable a scheduled task

In the ESS console, you can disable scheduled tasks.

Prerequisites

The scheduled task must be in Runni ng state.

Procedure

1. Log on to the ESS console.

2. Click the Scheduled Task tab, locate the scheduled task to be disabled, click the | 5 icon in

a0

the Act i ons column, and choose Disable from the shortcut menu.

3. In the displayed message, click OK.




12.8.5 Enable a scheduled task

In the ESS console, you can enable scheduled tasks in St opped state as needed.

Prerequisites

The scheduled task is in St opped state.
Procedure

1. Log on to the ESS console.

2. Click the Scheduled Task tab, locate the target scheduled task, click the ' ¢ icon in the
a0

Act i ons column, and choose Enable from the shortcut menu.

3. In the displayed message, click OK.

12.8.6 Delete a scheduled task

You can delete scheduled tasks that you no longer use in the ESS console.

Procedure
1. Log on to the ESS console.

2. Click the Scheduled Task tab, locate a scheduled task to be deleted, click the ' 7 icon in the
00

Act i ons column, and choose Delete from the shortcut menu.

3. In the message that appears, click OK.



13 Object Storage Service (0SS)

13.1 What is OSS

Alibaba Cloud Object Storage Service (OSS) is a massive, secure, low-cost, and highly reliable

cloud storage service provided by Alibaba Cloud.

It can be considered as an out-of-the-box storage solution with unlimited storage capacity.
Compared with the user-created server storage, OSS has many outstanding advantages in
reliability, security, cost, and data processing capabilities. Using OSS, you can store and retrieve a
variety of unstructured data files, such as text files, images, audios, and videos, over the network

at any time.

OSS uploads data files as objects to buckets. OSS is an object storage service that uses a key-

value pair format. You can retrieve object content based on unique object names (keys).
On OSS, you can:

+ Create a bucket and upload objects to the bucket.

» Obtain an object URL from OSS to share or download an object.

» Complete the ACL settings of a bucket or object by modifying its properties or metadata.
* Perform basic and advanced OSS tasks through the OSS console.

» Perform basic and advanced OSS tasks using the Alibaba Cloud SDKs or directly calling the
RESTful APIs in your application.

13.2 Instructions

Before you use OSS, you need to understand the following content.

» To allow other users to use all or part of OSS functions, you need to create RAM users and
grant permissions to the users by assigning RAM policies to them. For more information, see

contents related to RAM users and RAM policies in RAM User Guide.

+ Before you use OSS, you also need to understand the following service limits:

Item Description

Bucket — You can create a maximum of 10 buckets.

= You cannot change the name or region of a bucket
after it is created.




Item

Description

Object upload

— Objects larger than 5 GB cannot be uploaded by using
the following modes: console upload, simple upload
, form upload, or append upload. To upload an object
that is larger than 5 GB, you must use the multipart
upload mode. The size of an object that you want to
upload in multipart upload mode cannot exceed 48.8
TB.

— You can upload an object with the same name as an
existing object. This object will overwrite the existing
one.

Object deletion

- Deleted objects cannot be restored.

= You can delete up to 50 objects at one time in the OSS
console. To delete more than 50 objects at one time,
you must use an API or SDK.

Lifecycle

You can configure up to 1,000 lifecycle rules for each
bucket.

Image processing

— For source images:

= Only JPG, PNG, BMP, GIF, WEBP, and TIFF
formats are supported.

m The object size cannot exceed 20 MB.

m To use the image rotation or cropping function, the
width or height of an image cannot exceed 4,096
pixels.

= For thumbnails:

m The object dimensions cannot exceed 4,096 x 4,096
pixels.
m The length of each side cannot exceed 4,096 pixels.

13.3 Quick start

13.3.1 Log on to the OSS console

This topic describes how to log on to the OSS console.

Prerequisites

» Before logging on to the Apsara Stack console, make sure that you obtain the IP address

or domain name address of the Apsara Stack console from the deployment personnel. The




access address of the Apsara Stack console is http://l| P addr ess or donmi n nane

address of the Apsara Stack consol e/manage.

*  We recommend that you use the Chrome browser.

Procedure
1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http:/l P address or domai n nane address of the Apsara Stack consol e/
manage, and then press Enter.

3. Enter the correct username and password.

» The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (Ato Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).
4. Click LOGIN to go to the Dashboard page.

5. Log on to Apsara Stack Management Console. Choose Console > Compute, Storage, and

Networking > Object Storage Service from the top navigation bar.

13.3.2 Create a bucket

Objects uploaded to OSS are stored in buckets. Before you upload an object to OSS, you need to

create a bucket.
Context
Properties of a bucket include geographic region, ACL settings, and other metadata.

Procedure
1. Log on to the OSS console.

2. Click Create Bucket. On the Add Bucket page that appears, set required parameters.

Table 13-1: Parameters for creating a bucket lists the parameters for creating a bucket.



Table 13-1: Parameters for creating a bucket

Parameter Description

Department Select a department from the drop-down list.
Project Select a project from the drop-down list.
Region Select the data center where the bucket is

deployed from the drop-down list.

Note:

+ After a bucket is created, the region
cannot be changed.

+ If you want to access OSS through the
ECS intranet, select the same region
where your ECS instance is deployed.

Permissions

Select permissions of the bucket. The
following options are available:

* Private: Only the owner of the bucket and
the authorized users can perform read,
write, and delete operations on objects
in the bucket. Other users cannot access
objects in the bucket.

* Public (Read-Only): Only the owner of
the bucket and the authorized users can
perform write operations on objects in the
bucket. All users (including anonymous
users) can perform read operations on
objects in the bucket.

* Public: All users (including anonymous
users) can perform read and write
operations on objects in the bucket. Fees
incurred by such operations are paid by
the owner of the bucket. Configure this
permission only when necessary.

Note:
After a bucket is created, you can modify
its permissions. For more information, see
Change ACL settings.

Bucket Name

Enter the name of the bucket.




Parameter Description

Note:

* The bucket name must comply with the
naming conventions.

* The bucket name must be globally
unique in Alibaba Cloud OSS.

» The bucket name cannot be changed
after the bucket is created.

Bucket Capacity Configure the capacity of the bucket.

Quantity Enter the number of buckets that you apply
for. You can create a maximum of 10 buckets
at a time.

3. Click Create. The bucket is created successfully.

13.3.3 Upload objects

After you create a bucket, you can upload objects to it.

Context

You can upload an object of any format to a bucket. You can use the OSS console to upload an

object no larger than 500 MB to a bucket. To upload an object larger than 500 MB, use an SDK or

API.
Procedure
1. Log on to the OSS console.
2. On the OSS homepage, click the name of the target bucket. The bucket details page is
displayed.
3. Click the Object Management tab. The Object Management tab page is displayed.
4. Click Upload Files.
5. In the dialog box that appears, select the object that you want to upload and click Open.
6. After the object is successfully uploaded, refresh the Object Management tab page to view the

uploaded object.

You can view the upload progress and result on the Task Management tab page.



13.3.4 Obtain an object URL

You can obtain the URL of an object uploaded to a bucket. This URL can be used to share or

download the object.

Prerequisites

Before you obtain an object URL, you need to create a bucket and upload an object to it.
Procedure

1. Log on to the OSS console.

2. Click the name of the target bucket. The bucket details page is displayed.

3. Click the Object Management tab. The Object Management tab page is displayed.

4. Click the [0 icon in the Actions column corresponding to the object and click Get URL. The

Get Object URL dialog box is displayed.

Note:
To obtain the URL of a private bucket, you need to configure a validity period for the URL.
Click Get URL to get the object URL. The validity period of a signed URL is calculated based
on NTP. You can share the object URL to other users so that they can use the URL to access

the object within the validity period. If a bucket is private, the obtained URL is a signed URL.

5. Copy the object URL and send it to other users so that they can view or download the object.

13.4 Bucket
13.4.1 View a bucket

You can view the details of created buckets in the OSS console.

Prerequisites
Before you view a bucket, make sure that you have completed the procedure described in Quick

start, or there is at least one bucket in the current region.
Procedure
1. Log on to the OSS console.

2. Click the name of a bucket or the |« icon in the Actions column and then click Details.

On the bucket details page that appears, click the Bucket Information tab. On the Bucket

Information tab page, view bucket details such as Service IP Address and Creation Time.



13.4.2 Delete a bucket

You can delete a bucket in the OSS console.

Prerequisites
Before you delete an object, make sure that you have completed the procedure described in Quick

start, or there is at least one bucket in the current region.

Note:
To delete a bucket, make sure that all objects in it are deleted, including parts generated by
incomplete multipart upload. Otherwise, the bucket cannot be deleted.
Procedure
1. Log on to the OSS console.

2. Click the |o:: icon in the Actions column corresponding to the target bucket and click Delete.

3. In the Delete Bucket dialog box, click OK.

Note:

To delete multiple buckets at a time, select these buckets and click Delete.

13.4.3 Change the capacity
During actual usage, you may need to scale up or down the capacity of a bucket. You can change

the capacity of a bucket in the OSS console.

Prerequisites
Before you change the capacity of a bucket, make sure that you have completed the procedure
described in Quick start, or there is at least one bucket in the current region.

Procedure
1. Log on to the OSS console.

2. Click the || icon in the Actions column of the target bucket and click Change Capacity.

3. In the Change Capacity dialog box that appears, change the capacity of the bucket. Click OK.

13.4.4 Change the ownership

You can change the department or project to which a bucket belongs in the OSS console.

Prerequisites



Before you change the department or project to which a bucket belongs, make sure that you have
completed the procedure described in Quick start, or there is at least one bucket in the current

region.
Procedure

1. Log on to the OSS console.

2. Click the /g« icon in the Actions column of the target bucket and click Change Ownership.
00

3. In the Change Ownership dialog box that appears, change the department or project to which

the bucket belongs. Click OK.

13.4.5 Change ACL settings

You can change Access Control List (ACL) settings of a bucket in the OSS console to control

access to the bucket.

Prerequisites
Before you change the ACL settings of a bucket, make sure that you have completed the

procedure described in Quick start, or there is at least one bucket in the current region.
Context

OSS provides the ACL function to control bucket access permissions. After a bucket is created,
the ACL of the bucket is set to private by default. You can change ACL settings after creating a

bucket.

The OSS ACL function provides bucket-level access control. Three ACL settings are available for

a bucket:

» Private: Only the bucket owner and authorized users can perform read and write operations on
objects in the bucket. Other users cannot access objects in the bucket without authorization.

* Public (Read-Only): Only the bucket owner and authorized users can perform write operations
on objects in the bucket. Other users (including anonymous users) can perform read operations
on objects in the bucket.

» Public: All users (including anonymous users) can perform read and write operations on objects
in the bucket. Fees incurred by these operations are paid by the bucket owner. Configure this

permission type only when necessary.

Procedure

1. Log on to the OSS console.



2. Click the name of the target bucket, or click the |3 icon in the Actions column and then click
a |

Details.

3. On the bucket details page that appears, click the Bucket Properties tab. On the Bucket

Properties tab page, click Read/Write Permissions.
4. Select an option for Read/Write Permissions.

5. Click Set to save your modifications.

13.4.6 Configure static website hosting
You can configure static website hosting in the OSS console so that users can access the static

website from the bucket endpoint.

Prerequisites
Before you configure static website hosting for a bucket, make sure that you have completed the

procedure described in Quick start, or there is at least one bucket in the current region.
Context
If the default page is blank, static website hosting is disabled.

The default homepage is displayed if you directly access the root domain name of the static

website or any URL ending with a forward slash (/) under this domain name.
Procedure

1. Log on to the OSS console.

2. Click the name of the target bucket, or click the |3 icon in the Actions column and then click
00

Details.
3. On the bucket details page that appears, click the Bucket Properties tab. On the Bucket
Properties tab page, click Website Settings.

Configure the following parameters:

+ Default Homepage indicates the index page (equivalent to index.html of a website). You
must enter the name of an HTML object that is stored in the bucket.

+ Default 404 Page indicates the default 404 page that is displayed when you access an
incorrect path. You must enter the name of an HTML object that is stored in the bucket. If

this field is left empty, the default 404 page is disabled.

4. Click Set to save your settings.



13.4.7 Enable the logging function

You can enable or disable the logging function for a bucket in the OSS console.

Prerequisites

Before you enable or disable the logging function for a bucket, make sure that you have

completed the procedure described in Quick start, or there is at least one bucket in the current

region.

Context

You can store logs of a bucket in the current bucket or a new bucket.

Procedure

1. Log on to the OSS console.

2. Click the name of the target bucket, or click the [g:| icon in the Actions column and then click

0

Details.

3. On the bucket details page that appears, click the Bucket Properties tab. On the Bucket

Properties tab page, click Logging Settings.

Configure the following parameters:

Select the name of the bucket where logs are to be stored from the Log Storage Location
drop-down list. The selected bucket must be owned by you and in the same region as the
bucket in which logging is enabled. Select Do Not Save to directly disable logging.

Enter a prefix in Log Prefix. This parameter corresponds to <Tar get Pr ef i x> in the
following naming conventions. Logs are stored in the root directory. You can also add a
folder path in front of <Tar get Pr ef i x>, such as | og/ <Tar get Pr ef i x>. Logs are stored

in the | og/ directory.

The naming conventions for objects that store access logs are as follows:

<Tar get Pr ef i x><Sour ceBucket >YYYY- M DD- HH- MMt SS- <Uni queSt ri ng>

<Tar get Pr ef i x>: indicates the specified log prefix.

<Sour ceBucket >: indicates the name of the source bucket.

YYYY- MM DD- HH M\t SS: indicates the time in CST (UTC+8) when the log is created.
YYYY indicates a 4-digit year, MM indicates a 2-digit month, DD indicates a 2-digit day, HH
indicates a 2-digit hour, MM indicates a 2-digit minute, and SS indicates a 2-digit second.

<Uni queSt ri ng>: indicates a string generated by OSS.



4,

For example, the name of an object that stores OSS access logs is MyLog-OSS-example2015-
09-10-04-00-00-0000.

MyLog- is the specified log prefix. oss-example is the name of the source bucket. 2015-09-10
-04-00-00 is the time in CST (UTC+8) when the log is created. 0000 is a string generated by
0OSS.

Click Set to save your settings.

13.4.8 Configure hotlinking protection

You can configure hotlinking protection for a bucket in the OSS console to prevent other domains

from directly linking the data in your bucket.

Prereq

uisites

Before you configure hotlinking protection for a bucket, make sure that you have completed the

procedure described in Quick start, or there is at least one bucket in the current region.

Context

OSS provides the hotlinking protection function to prevent other domains from linking to your data

stored in OSS. You can configure the referer field in the HTTP header to realize the protection. In

the OSS console, you can configure a whitelist for the referer field and configure whether to allow

requests with an empty referer field. For example, for a bucket named oss-example, configure its

referer whitelist to http://www.aliyun.com. Then only requests with the referer http://www.alicloud.

com can access objects in the oss-example bucket.

Procedure

1. Log on to the OSS console.

2. Click the name of the target bucket, or click the %—' icon in the Actions column and then click
Details.

3. On the bucket details page that appears, click the Bucket Properties tab. On the Bucket
Properties tab page, click Hotlink Protection Settings.

4. Enter whitelist URLs in Referer.

5. Configure whether to allow requests with an empty referer field.
Select Allow Empty referer Field if you do not need to restrict access requests.

6. Click Submit to save your settings.



13.4.9 Configure CORS

You can configure cross-origin resource sharing (CORS) in the OSS console to enable cross-

region access.

Prerequisites

Before you configure CORS for a bucket, make sure that you have completed the procedure

described in Quick start, or there is at least one bucket in the current region.

Context

OSS provides HTML5 CORS settings to enable cross-region access. When OSS receives a
CORS request (or OPTIONS request), it reads the CORS rules of the target bucket and checks

its ACL settings. OSS matches the rules one by one. When OSS finds the first match, it returns a

corresponding header. If no match is found, OSS does not attach any CORS-related headers.

Procedure

1. Log on to the OSS console.

2. Click the name of the target bucket, or click the [g:| icon in the Actions column and then click

Details.
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3. On the bucket details page that appears, click the Bucket Properties tab. On the Bucket

Properties tab page, click CORS Settings.

4. Click Add Rules

5. In the Add CORS Settings dialog box that appears, set required parameters.

Table 13-2: Parameters for CORS settings lists parameters for CORS settings.

Table 13-2: Parameters for CORS settings

Parameter

Description

Source

Specifies the sources of allowed CORS
requests. You can configure multiple
matching rules separated by a carriage return
. Each matching rule can contain up to one
asterisk (*) wildcard.

Method

Specifies the allowed CORS request methods

Allowed Header

Specifies the allowed CORS request headers
. You can configure multiple matching
rules separated by a carriage return. Each




Parameter Description

matching rule can contain up to one asterisk
(*) wildcard.

Expose Header Specifies the response headers that allow
access from applications.

Cache Time Specifies the duration when the browser
catches the response to a prefetch (
OPTIONS) request to a specific resource.

Note:

You can configure up to 10 rules for each bucket.

6. Click Confirm to save your settings. You can also modify or delete existing rules.

13.4.10 Manage lifecycle rules

You can define and manage lifecycle rules for a bucket in the OSS console.

Prerequisites
Before you manage lifecycle rules of a bucket, make sure that you have completed the procedure

described in Quick start, or there is at least one bucket in the current region.
Context

You can define a rule for a full set or a subset (by specifying the prefix keyword) of objects in a
bucket. A rule is automatically applied to all objects that match the rule. You can use lifecycle
management to perform operations, such as batch object management and automatic part

deletion.

» If an object matches a rule, data of the object is cleared within two days from the effective date.

» Data that is deleted in batches based on a lifecycle rule cannot be restored. Configure a rule
only when necessary.
Procedure
1. Log on to the OSS console.

2. Click the name of the target bucket, or click the |5 icon in the Actions column and then click
a0

Details.

3. On the bucket details page that appears, click the Bucket Properties tab. On the Bucket
Properties tab page, click LifeCycle Settings.



4. Click Add Rules.
5. In the Add LifeCycle Rule dialog box, configure required parameters.

Table 13-3: Parameters for lifecycle settings lists the parameters for lifecycle settings.

Table 13-3: Parameters for lifecycle settings

Parameter Description

Status Select the status of this rule. You can select
Enable or Disable.

Policy Select an object matching policy, including
Configure for Entire Bucket and Configure by
Prefix.

Prefix If image objects with the prefix img/ are stored

in the bucket, you can enter i ng/ in this field
to manage the lifecycle of these objects.

Expired Configure an expiration date or days to
expiration for objects.

+ Set by Date: indicates the expiration date
of objects. All objects that are created
before this date are deleted. Perform this
operation only when necessary.

+ Set by Number of Days: indicates days
to expiration, that is, a lifecycle of objects
in days. When the number of days from
the last modification of an object exceeds
the specified number of days, the object is
deleted based on the rule. If this parameter
is set to 30 days, objects last modified on
January 1, 2016 are deleted on January
31, 2016.

6. Click Confirm to save your settings. After the rule is saved, you can view it on the LifeCycle

Settings tab page. You can click Edit or Delete in the Actions column to edit or delete the rule.

13.4.11 Configure cross-cloud data synchronization

You can synchronize data in a bucket to another cloud in the OSS console.

Prerequisites



Before you configure cross-cloud data synchronization, make sure that you have completed the
procedure described in Quick start, or there is at least one bucket in the current region and there

is data uploaded to the bucket.
Context

You can specify a prefix to allow only objects with this prefix to be replicated to another cloud. You
can configure a data synchronization policy by specifying a synchronization type and historical
data synchronization.

Procedure
1. Log on to the OSS console.

2. Click the name of the target bucket, or click the |7:= icon in the Actions column and then click
u]u}

Details.

3. On the bucket details page that appears, click the Bucket Properties tab. On the Bucket
Properties tab page, click Copy Cross-Cloud Server Settings.

4. On the Copy Cross-Cloud Server Settings tab page, click Enable Data Synchronization. The

Enable Data Synchronization dialog box is displayed.
5. Configure parameters for cross-cloud data synchronization.

Table 13-4: Parameters for data synchronization lists the parameters for data synchronization.

Table 13-4: Parameters for data synchronization

Parameter Description
Synchronization Target Cloud Select the target cloud for data synchroniz
ation.
Synchronization Target Cloud Address Enter the address of the target cloud.
Synchronization Target Bucket Enter the bucket name in the target cloud.
Note:

Cross-cloud data synchronization replicates
data in the source bucket to the target
bucket in the target cloud. Therefore, you
need to specify the target bucket in the
target cloud. The target bucket must have
the same name as the source bucket.




Parameter Description

Data Synchronization Object Select the object of data synchronization. You
can select Synchronize All Files. You can
also choose Synchronize Files with > Add
and enter a prefix to synchronize objects with

this prefix.

Data Synchronization Policy Select a data synchronization policy. You can
select Write Synchronization or Add/Delete/
Modify.

Synchronize Historical Data Select whether to synchronize historical data.

6. Click Confirm to save your settings. After your settings are saved, you can view this rule on
the Copy Cross-Cloud Server Settings tab page. You can click Edit or Delete in the Actions

column to edit or delete the rule.

13.5 Object
13.5.1 Search for objects

You can search buckets or folders for objects with a specific name prefix in the OSS console.

Prerequisites
Before you search for an object, make sure that you have completed the procedure described
in Quick start, or there is at least one bucket in the current region and at least one object in the

bucket.
Context

When you search for an object based on a prefix, the search string is case-sensitive and cannot
contain a forward slash (/). The search range is limited to the root directory of the current bucket or
the objects in the current folder (excluding subfolders and the objects in them).

Procedure
1. Log on to the OSS console.

2. Click the name of the target bucket, or click the [g:|icon in the Actions column and then click
u]u

Details.
3. On the bucket details page that appears, click the Object Management tab.

4. On the Object Management tab page, enter a prefix in the search box, and press Enter or click

Search.



To search a folder, open the folder and enter a prefix in the search box. The system lists the

names of objects and folders matching the prefix in the root directory of the folder.

13.5.2 Delete objects

You can delete uploaded objects in the OSS console.

Prerequisites
Before you delete objects, make sure that you have completed the procedure described in Quick

start, or there is at least one bucket in the current region and at least one object in the bucket.
Context

You can delete one or more objects at a time. Up to 50 objects can be deleted at a time. You can

use an SDK or API to delete a specific object or more than 50 objects at a time.

Note:

Deleted objects cannot be restored. Perform this operation only when necessary.
Procedure

1. Log on to the OSS console.

2. Click the name of the target bucket, or click the |5 icon in the Actions column and then click

Details.
3. On the bucket details page that appears, click the Object Management tab.

4. On the Object Management tab page, click the |5 icon in the Actions column corresponding

to the target object and click Delete.

Note:

A folder may fail to be deleted if it contains an excessive number of objects.

5. In the Delete Object dialog box, click Confirm.

13.5.3 Configure ACL of an object

You can set the ACL for an object in the OSS console to control access to the object.

Prerequisites
Before you configure ACL of an object, make sure that you have completed the procedure
described in Quick start, or there is at least one bucket in the current region and at least one

object in the bucket.



Procedure
1. Log on to the OSS console.

2. Click the name of the target bucket, or click the |7 icon in the Actions column and then click

Details.

3. On the bucket details page that appears, click the Object Management tab. The Object

Management tab page is displayed.

4. Click the [o:| icon in the Actions column corresponding to the target object and click Set File

ACL.

5. In the Set File ACL dialog box that appears, select an option from the Read/Write

Permissions drop-down list.

6. Click OK.

13.5.4 Create a folder

You can create a folder in a bucket in the OSS console.

Prerequisites
Before you create a folder, make sure that you have completed the procedure described in Quick

start, or there is at least one bucket in the current region.
Context

OSS does not use folders. All elements are stored as objects. In the OSS console, a folder is an
object with a size of 0, whose name ends with a forward slash (/). A folder is used to sort objects
of the same type and process them in batches. The OSS console displays objects ending with a
slash as folders by default. This object can be uploaded and downloaded normally. In the OSS

console, you can use OSS folders similar to Windows folders.

Note:
The OSS console displays any object ending with a forward slash as a folder, no matter whether
it contains data. You can download such objects only by using an application programming
interface (API) or software development kit (SDK).

Procedure

1. Log on to the OSS console.



. Click the name of the target bucket, or click the |33 icon in the Actions column and then click

OO
Details.
On the bucket details page that appears, click the Object Management tab.
On the Object Management tab page, click Create Folder.
In the Create Folder dialog box, enter a folder name in Folder Name.

Click OK.

13.6 Image service

13.6.1 Create a style

You can create an image style in the OSS console to define a processing rule for uploaded image

objects.

Prerequisites

Before you create an image style, make sure that you have completed the procedure described in

Quick start, or there is at least one bucket in the current region.

Procedure
1. Log on to the OSS console.
2. Click the name of the target bucket, or click the g__ icon in the Actions column and then click
Details.
3. On the bucket details page that appears, click the Image Processing tab.
4. On the Image Processing tab page, click Create Style.

Table 13-5: Parameters for creating a style lists the parameters for creating a style.

Table 13-5: Parameters for creating a style

Parameter Description

Rule Name Enter a style name, which must comply with the naming
conventions.

Edit Type You can select Basic to edit the image style based on the

graphical user interface (GUI). You can also select Advanced
to edit the image style using an SDK or parameters.

Preview Select an image preview method.

Thumbnail Style Select a thumbnail method.




Parameter

Description

Note:
Longer edge refers to the side with a bigger source size
to target size ratio. Shorter edge refers to the side with a
smaller source size to target size ratio. For example, for a
source image that is scaled from 400 x 200 pixels to 800 x
100 pixels, the original-to-target ratios are 0.5 (400/800) and
2 (200/100). Because 0.5 is smaller than 2, the side that is
200 pixels is the longer side, and the side that is 400 pixels
is the shorter side.

Thumbnail Width

Configure the thumbnail dimension in px.

Thumbnail Limit

Configure whether to disable enlarging.

Fit Direction

Configure the image fit direction, including Original Image
Default and Shrink after Rotating.

Image Processing

Configure whether to perform special processing. You can
select Sharpening.

Picture Quality

Configure image quality, including Relative, Absolute, and
No Compression.

Save Format

Configure the format in which an image is saved, including
Original Format, jpg, png, webp, and bmp.

Add Watermark

Configure the watermark mode of an image, including No
Watermark, Text Watermark, and Image Watermark.

5. After editing the image style, click Submit to save your settings.

6. After the style is submitted, you can click Export Style to download the style to your local

device.

13.6.2 Enable source image protection

You can enable source image protection in the OSS console to prevent unauthorized use of

images.

Prerequisites

Before you enable source image protection, make sure that you have completed the procedure

described in Quick start, or there is at least one bucket in the current region.

Context




To prevent unauthorized use of images in business systems, you need to prevent exposure of
image URLs. Thus, unauthorized users can only obtain thumbnails or watermarked images. For
this purpose, you can enable source image protection. After source image protection is enabled
, source images are accessible only through URLs carrying stylenames or signature-based
accesses. You are not allowed to access source images in OSS or specify image parameters to
modify image styles.

Procedure

1. Log on to the OSS console.

2. Click the name of the target bucket, or click the |5 icon in the Actions column and then click
a0

Details.

3. On the bucket details page that appears, click the Image Processing tab. On the Image

Processing tab page, click Service Management.
4. Click Edit. Set Source Image Protection.

If you select Enable, you must also set File Extensions for Source Image Protection to

restrict access to source images with one or more extensions.

Source image protection is designed to protect image objects. You must specify the extensions
of image objects to be protected. For example, if you enable source image protection for . j pg

objects, you can still directly access the source images of . png objects.
5. In Style Access Method, set Delimiter (Default: @!).

6. Click Save to save your settings.

13.7 Create single tunnels
You can create single tunnels between OSS and a VPC so that you can access OSS resources

from the VPC.

Prerequisites

Before you can create single tunnels, you need to create a VPC and a VSwitch.
Procedure

1. Log on to the OSS console.

2. Click the OSS Access Control for VPC tab.

3. On the OSS Access Control for VPC tab page, click Create Single Tunnel.

4. In the Create Single Tunnel dialog box, set required parameters.



Table 13-6: Parameter for creating single tunnels lists the parameter configurations for creating

single tunnels.

Table 13-6: Parameter for creating single tunnels

Parameter Description

Region Select a region.

Department Select a department or all departments.
Description Enter a description for the single tunnel.
VPC Select a VPC. For more information about

how to create a VPC, see "Create a VPC and
a VSwitch" in VPC User Guide.

VSwitch Select a VSwitch. For more information about
how to create a VSwitch, see "Create a
VSwitch" in VPC User Guide.

5. Click Confirm.



14 Table Store

14.1 What is Table Store

Table Store is a NoSQL database service independently developed by Alibaba Cloud. Table Store
is a copyrighted software program that is certified by the relevant authority in China. Table Store
is built on Alibaba Cloud's Apsara system, and can store and access large volumes of structured

data in real time.
Table Store provides the following features:

» Supports a minimum of 10 PB of data in each cluster, and a minimum of 1 PB of data or 1

trillion records in each table. Table Store offers schema-free data structure storage. You do not
need to define attribute columns before you use them. You do not require table-level changes
to add or reduce attribute columns. You can enable Time To Live (TTL) on a table to delete
expired data from the table.

» Adopts the triplicate technology to keep three copies of data on three servers placed on three
different racks. Each cluster supports either pure SSD instances or mixed storage instances to
meet different budget and performance requirements.

» Adopts a fully redundant architecture that prevents single point of failure (SPOF). With support
for hot cluster upgrades and automatic data migration, you can dynamically add or delete
nodes without service interruptions. The concurrent read and write throughput and storage
capacity can be linearly scaled. Each cluster can have no less than 500 nodes.

+ Supports highly concurrent read/write operations. Concurrent read/write operations scale with
the number of hosts. Read/write performance is not directly related to the amount of data in a
single table.

» Supports identity authentication and multi-tenancy; provides comprehensive permission
authentication and isolation mechanisms to safeguard your data; supports VPC networks and
access through HTTPS; supports RAM and account authorization; provides multiple authentica
tion and authorization mechanisms so that you can define access permissions for individual

tables and APIs.

14.2 Instructions

Before using Table Store, you need to understand the precautions or restrictions.

The following table describes the restrictions for Table Store. Some of the limit ranges indicate

the maximum available values instead of the suggested values. For better performance, set the



table structure and data size in a single row properly based on actual conditions, and adjust the

following configurations.

row

Item Limit range Description

Number of instances 1,024 To raise the upper limit, contact the technical support

under an Alibaba Cloud personnel.

account

Number of tables inan | 1,024 To raise the upper limit, contact the technical support

instance personnel.

Instance Name Length | 3—16 bytes The character set includes [a-z, A-Z, 0-9] and
hyphens (-). It must start with a letter and cannot
finish with a hyphen (-).

Table name length 1-255 bytes The character set includes [a-z, A-Z, 0-9] and
underlines (). It must start with a letter or underline (
)

Column name length 1-255 bytes The character set includes [a-z, A-Z, 0-9] and
underline (_). The name must start with a letter or
underline ().

Number of primary key [1-4 A primary key can contain one to four columns.

columns

Size of string type 1 KB The values of the String type columns in a single

primary key column primary key column cannot exceed 1 KB.

values

Size of string type 2MB The values of the string type columns in a single

attribute column values attribute column cannot exceed 2 MB.

Size of binary type 1 KB The values of the binary columns in a single primary

primary key column key column cannot exceed 1 KB.

values

Size of binary type 2 MB The values of the binary columns in a single attribute

attribute column values column cannot exceed 2 MB.

Number of attribute Unlimited The number of attribute columns in a single row is

columns in a row unlimited.

Number of attribute 1,024 During the PutRow, UpdateRow, or BatchWriteRow

columns written in a operation, the number of attribute columns written in

single request a single row cannot exceed 1,024.

Data size of a single Unlimited The total size of all column names and column

values for a single row are unlimited.




14.3 Quick start

14.3.1 Log on to the Table Store console

This topic describes how to log on to the Table Store console.

Prerequisites

Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l P addr ess or donai n nane

address of the Apsara Stack consol e/manage.

We recommend that you use the Chrome browser.

Procedure

1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http://l| P address or domai n name address of the Apsara Stack consol e/
manage, and then press Enter.

3. Enter the correct username and password.

The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (Ato Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).

4. Click LOGIN to go to the Dashboard page.

5. In the top navigation bar, choose Console > Compute, Storage&Networking > Table Store.

14.3.2 Create an instance

An instance is a logical entity in Table Store used to manage tables. An instance is the basic unit

in the resource management system of Table Store. Table Store provides application access

control and resource measurement at the instance level.

Procedure



1. Log on to the Table Store console.

2. On the Table Store page, click Create Instance.

Note:
You can create different instances for different services to manage related tables, or create
different instances for development, test, and production environments of the same service.
Table Store allows you to create up to 1,024 instances under a cloud account and up to 1,024

tables in each instance by default.

3. Setl nstance Nane, Depart nent, Proj ect, Regi on,and | nstance Specificati on.

Note:

+ Table Store supports high-performance instance and capacity instance. The instance

specifications depend on the cluster you deploy in.

+ Naming rules for an instance name: An instance name must be 3 to 16 characters in length
and can contain letters, numbers, and hyphens (-). It must start with letters. It cannot finish
with hyphens (-).

4. Click OK.

The new instance is displayed in the list.

14.3.3 Create a table

After creating an instance, you can create, update, and delete tables in the instance.

Procedure
1. Log on to the Table Store console.

2. Locate the instance you want to manage and click the instance name to go to the Instance

Details page.
3. Click the Data Tables tab.

4. On the Data Tables tab page, click Create Data Table.

Note:

You can create a maximum of 64 data tables in an instance.
5. Enter the data table information.

Configuration descriptions are provided, as shown in Table 14-1: Data table parameters



Table 14-1: Data table parameters

Parameter

Description

Data Table Name

A data table name can contain uppercase/
lowercase letters, numbers, and underlines (_
). It must start with a letter or underline ().
The data table name must be unique at the
instance level.

Reserved Read Throughput

Reserved Write Throughput

The reserved read/write throughput can

be set to 0. When the reserved read/

write throughput is larger than 0, Table

Store allocates and reserves correspond

ing resources for the table based on the
configuration.

The value ranges from 0 to 5000 and must be
an integer.

Capacity-type instances do not support this
parameter.

Data Life Cycle

The minimum data life cycle is 86,400s (one
day) or —1. (Data never expires.)

Maximum Data Version

A non-zero value.

Maximum Data Version indicates the
maximum number of data versions that can
be stored in each attribute column of a data
table. When the number of versions in an
attribute column exceeds the parameter
value, the earliest version will be deleted
asynchronously.

Valid Data Version Margin

The offset of the version of all written data
columns from the data write time must be
within the range of the valid data version
offset. Otherwise, data write may fail.
The valid version range of an attribute column
is calculated based on the formula: Valid data
version marginrange =[Data wite time
— Valid data version margin, Data
wite time + Valid data version
mar gi n) .




Parameter Description

Table Primary Key A maximum of four primary keys can be set.
The first primary key is the partition key by
default.

Click Add Primary Key to add a new primary
key.

The primary key type can be | nt eger

or St ri ng. Once set, the primary key
configuration and the key order cannot be
modified.

The primary key name can contain uppercase
/lowercase letters, numbers, and underlines (
_). It must start with a letter or underline ().

6. Click OK.

After the table is created, it is displayed in the table list.

14.4 Manage instances

14.4.1 View an instance
On the Table Store console, you can view the region, creation time, and internal and external
access URLs of an instance you have created.

Procedure
1. Log on to the Table Store console.

2. Locate the instance you want to view, click the o< icon in the Actions column, and choose
-

View Details from the shortcut menu.

The following information is displayed: the status, region, creation time, and internal and

external access URLs of the instance, as well as whether the instance is bound to VPC.

14.4.2 Release an instance

You can release a Table Store instance you have created.

Prerequisites
Before releasing an instance, delete all tables from the instance. Otherwise, the instance cannot
be released.

Procedure

1. Log on to the Table Store console.



2. Locate the instance you want to release, click the O<: icon in the Actions column, and choose

Release from the shortcut menu.

3. In the Delete page, click OK.

14.5 Manage tables
14.5.1 View table details

You can view the basic information and actual usage of a table on the table management page.

Procedure
1. Log on to the Table Store console.
2. Locate the instance you want to view and click the instance name to go to the Instance Details
page.

3. Click the Data Tables tab, locate the instance you want to view, click the icon 0 in the

Actions column, and choose View Details from the shortcut menu.

You can view the data table name, reserved read/write throughput, last modification time,

primary keys (sorted in the sequence specified during table creation) and stream information.

14.5.2 Update a table
You can change the parameter values of a Table Store table, such as reserved read/write

throughput and data life cycle.

Procedure

-—

. Log on to the Table Store console.
2. Locate the instance you want to manage and click the instance name to go to the Instance
Details page.

3. Click the Data Tables tab, locate the table you want to update, click the o< icon in the Actions

column, and choose Adjust Data Table Parameters from the shortcut menu.

4. On the Adjust Data Table Parameters page, enter the parameters you want to update, such

as the reserved read/write throughput and data life cycle.

5. Click Confirm. The parameter values take effect immediately.



14.5.3 Delete a table

You can delete a table you have created in the Table Store console.

Context

Note:
After a data table is deleted, the data in the table cannot be restored.
Procedure
1. Log on to the Table Store console.

2. Locate the instance you want to manage and click the instance name to go to the Instance

Details page.

3. Click the Data Tables tab, locate the table you want to delete, click the o< icon in the Actions

column, and choose Release from the shortcut menu.
4. In the Confirm Deletion dialog box, click Confirm.

After the deletion is confirmed, the table and the data in the table are deleted permanently.

14.6 Bind VPC instances

Virtual Private Cloud (VPC) is an isolated network environment built on Apsara Stack.
Prerequisites

* You must create a VPC instance first. Select an appropriate node when creating a VPC
instance and ensure that the VPC and Table Store instances are in the same node. For more
information about how to create a VPC instance, see Create a VPC Instance in VPC User

Guide.

» After the VPC instance is created, create an ECS instance in the VPC instance.

Context
You can take full control of your virtual network if a VPC is bound to Table Store. For example,
you can select a private IP address range, allocate network segments, or configure a routing table
and gateway. You can also connect a VPC instance to a traditional data center through a leased

line or VPN to build an on-demand network environment, achieving smooth cloud migration.

Procedure

1. Log on to the Table Store console.



2. Locate the instance you want to bind and click the instance name to access the Instance

Details page.
3. Click Bind VPC to access the instance and VPC instance binding page.

4. Enter the information and click OK.

Before you use a sub-account to log on to the Table Store console and manage VPCs, ensure
that the sub-account has relevant VPC permissions (AliyunVPCReadOnlyAccess) obtained
from the RAM console. Otherwise, you cannot obtain relevant VPC information due to lack of

permissions.

5. After the instance is bound to the VPC instance, the system automatically returns to the
instance details page. Information about the bound VPC instance is displayed in the VPC
instance list. Click the link in the VPC ID column. The Table Store instances bound to the VPC

instance and the VPC information list are displayed.

You can use the access URL of the VPC instance as the endpoint to access Table Store from

the ECS instance in the VPC instance.
What's next

If the VPC instance is not needed, click the O icon in the Actions column, and choose Unbind

from the shortcut menu to unbind the ECS instance from the VPC instance.

After the instance is unbound from the VPC instance, the ECS instance in the VPC instance
cannot access Table Store through the preceding URL. To access Table Store, you need to bind

the instance to the VPC instance again.



15 Network Attached Storage (NAS)

15.1 What is NAS?

Alibaba Cloud Network Attached Storage (NAS) is a file storage service that can be mounted to

compute nodes such as ECS, E-HPC, and Container Service instances.

NAS allows you to use standard file access protocols to access distributed file systems without
making any changes to your existing applications. NAS features unlimited capacity and
performance expansion, single namespace, data sharing, high reliability, and high availability.
Compared with traditional user-created storage, NAS greatly reduces maintenance costs and
data security risks. In addition, a NAS instance can be mounted to multiple compute nodes at the

same time, greatly reducing data replication and synchronization costs.
You can perform the following operations:

+ Create NAS instances and mount points.

+ Create permission groups and add rules to the permission groups in NAS instances. These
rules allow access and grant different levels of access permissions to IP addresses or IP
address segments.

» Use the standard NFS or SMB protocol to mount NAS instances to compute nodes such as
ECS, E-HPC, and Container Service instances, and use the standard POSIX interface to
access the NAS instances.

» Perform basic and advanced operations on NAS instances, mount points, and permission
groups in the NAS console.

» Call NAS APIs to perform basic and advanced operations on NAS instances.

15.2 Instructions

Before you can use NAS, you need to understand the following content.

* NAS supports the NFSv3 and NFSv4 protocols.

* NFSv4.0 does not support the following attributes: FATTR4_MIMETYPE, FATTR4_QUO
TA_AVAIL_HARD, FATTR4_QUOTA_AVAIL_SOFT, FATTR4_QUOTA_USED, FATTR4_TIM
E_BACKUP, and FATTR4_TIME_CREATE. The client displays an NFS4ERR_AT
TRNOTSUPP error.

* NFSv4.1 does not support the following attributes: FATTR4_DIR_NOTIF_DELAY,
FATTR4_DIRENT_NOTIF_DELAY, FATTR4_DACL, FATTR4_SACL, FATTR4_CHA



NGE_POLICY, FATTR4_FS_STATUS, FATTR4_LAYOUT_HINT, FATTR4_LAYOUT_TYPES
, FATTR4_LAYOUT_ALIGNMENT, FATTR4_FS_LOCATIONS_INFO, FATTR4_MDS
THRESHOLD, FATTR4_RETENTION_GET, FATTR4_RETENTION_SET, FATTR4_RET
ENTEVT_GET, FATTR4_RETENTEVT_SET, FATTR4_RETENTION_HOLD, FATTR4_MOD
E_SET_MASKED, and FATTR4_FS_CHARSET_CAP. The client displays an NFS4ERR_AT
TRNOTSUPP error.

NFSv4 does not support the following OPs: OP_DELEGPURGE, OP_DELEGRETURN, and
NFS4 _OP_OPENATTR. The client displays an NFS4ERR_NOTSUPP error.

NFSv4 does not support Delegation.

About UID and GID:

= For NFSv3, if the file UID or GID exists in a Linux local account, the corresponding
username and group name are displayed based on the mapping between the local UID and

GID. If the file UID or GID does not exist in the local account, the UID and GID are displayed

— For NFSv4, if the version of the local Linux kernel is earlier than 3.0, "nobody" is displayed
as the UID and GID of all files. If the kernel version is later than 3.0, the display rule is the

same as that of NFSv3.

Note:
If you use NFSv4 to mount a NAS instance and the Linux kernel version is earlier than 3.0,
we recommend that you do not change the owner or group of local files or directories. Such
changes can cause the UIDs and GIDs of the files or directories to become "nobody."

A NAS instance can be mounted to up to 10,000 compute nodes for parallel access.

15.3 Quick start
15.3.1 Log on to the NAS console

This topic describes how to log on to the NAS console.

Prerequisites

Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l P addr ess or donai n nane

address of the Apsara Stack consol e/manage.

We recommend that you use the Chrome browser.



Procedure
1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http://l P address or domai n name address of the Apsara Stack consol e/

manage, and then press Enter.

3. Enter the correct username and password.

* The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can

create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (A to Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).
4. Click LOGIN to go to the Dashboard page.

5. Log on to Apsara Stack Management Console. In the top navigation bar, choose Console >

Compute, Storage & Networking > Network Attached Storage.

15.3.2 Create NAS instances

NAS instances are the running entities of NAS. Before you can use NAS, you must create a NAS

instance.

Context

Before you create a NAS instance, note that:

* You can create up to 1,000 NAS instances.

» The upper limit of the NAS instance capacity is 10 PB.

» If you need to raise the limit, contact the administrator.
Procedure

1. Log on to the NAS console.

2. On the File Storage NAS page, click Create File System.

3. On the Create NAS File System page that appears, set the parameters.



Table 15-1: Parameters for creating a NAS instance lists the parameters for creating a NAS

instance.

Table 15-1: Parameters for creating a NAS instance

Category Parameter Description
Region Region Select a region from the drop-
down list.
Basic configuration Department Select a department from the
drop-down list.
Project Select a project from the drop

-down list.

File System Name

Enter the NAS instance name

Storage configuration

Storage Type

Select Capacity Type.

Protocol Type

Select NFS or SMB.

4. Click OK .

15.3.3 Create permission groups

NAS uses permission groups and permission group rules to manage NAS instance permissions.

Before you can use a NAS instance, you must create permission groups and configure the

required parameters.

Context

Each permission group in a NAS instance has an IP address whitelist. You can add rules to

a permission group of a NAS instance to allow users from specified IP addresses or address

segments to access the NAS instance with different permissions.

Procedure

1. Log on to the NAS console.

2. On the File Storage NAS page, click the Permission Group tab.

3. On the Permission Group tab that appears, click Create Access Group.

Note:

You can create up to 100 permission groups. If you need to raise the limit, contact the

administrator.




4. In the Create Permission Group dialog box, set the parameters.

Table 15-2: Parameters for creating a permission group lists the parameters for creating a

permission group.

Table 15-2: Parameters for creating a permission group

Parameter Description
Region Select a region from the drop-down list.
Department Select a department from the drop-down list.
Project Select a project from the drop-down list.
Permission Group Name Enter the name of the permission group.
Network Type Select VPC or Classic Network.

5. Click OK.

15.3.4 Create permission group rules
NAS uses permission groups and permission group rules to manage NAS instance permissions.
Before you can use a NAS instance, you must create rules in its permission groups and configure

the required parameters.

Context
Each permission group in a NAS instance has an IP address whitelist. You can add rules to
a permission group of a NAS instance to allow users from specified IP addresses or address
segments to access the NAS instance with different permissions.
_____ Warning:
To ensure data security, we strongly recommend that you use caution when adding permission

group rules and granting permissions to IP addresses.
Procedure

1. Log on to the NAS console.

2. On the File Storage NAS page, click the Permission Group tab. On the Permission Group tab

that appears, click the name of a permission group to go to the Rules List page.

3. Click Create Rule.

Note:




You can create up to 1,000 permission group rules. If you want to raise the limit, contact the

administrator.
4. In the Add Rule dialog box, set the parameters.

Table 15-3: Parameters for creating a permission group rule lists the parameters for creating a

permission group rule.

Table 15-3: Parameters for creating a permission group rule

Parameter Description

Authorized IP Address The IP address or IP address segment of the object authorized
by the rule. For a classic network, you can specify only one IP
address.

Read/Write Permissions Select Read-Only or Read and Write to allow the authorized
object to perform read-only or read/write operations on the NAS
instance.

User Permissions Select Do Not Limit root User (no_squash), Limit root User
(root_squash), or Limit All Users (all_squash) to specify
whether to limit the access from the Linux system users of the
authorized object to the NAS instance.

Description:

» Do Not Limit root User (no_squash) allows the root user to
access the NAS instance.

+ Limit root User (root_squash) considers the root user as
nobody.

» Limit All Users (all_squash) considers all users including
root as nobody.

Priority The priority value ranges from 1 to 100. The value 1 indicates
the highest priority. When an authorized object matches
multiple rules, the rule with the highest priority takes effect.

5. Click OK.

15.3.5 Add mount points

After you create a NAS instance and its permission groups, you must add mount points to the
NAS instance so that you can mount the NAS instance to compute nodes, such as ECS, E-HPC,

or Container Service instances.

Context



A mount point is an access address of a NAS instance in a VPC or classic network. Each mount
point corresponds to a domain name. NAS supports two types of mount points: VPC and classic
network.

Procedure
1. Log on to the NAS console.
2. On the File Storage NAS page, click a NAS instance ID to go to the instance details page.
3. Click the Mount Point tab.

4. On the Mount Point tab that appears, click Add Mount Point.

Note:

You can create up to 100 mount points. If you need to raise the limit, contact the administrator.

5. In the Add Mount Point dialog box, configure the parameters.

+ If you set Mount Point Type to Classic Network, select a permission group to be bound to

the mount point from the Permission Group drop-down list.

» If you set Mount Point Type to VPC, set VPC and VSwitch. Then, select a permission

group to be bound to the mount point from the Permission Group drop-down list.

Note:

* If you set Mount Point Type to VPC, ensure that the corresponding VPC and VSwitch have

been created.

* If you set Mount Point Type to Classic Network, the NAS instance can be accessed only by

ECS instances under the same account as the mount point.

* You can use a single mount point to mount a NAS instance to multiple compute nodes

such as ECS, E-HPC, or Container Service instances for parallel access.

6. Click OK.

15.3.6 Mount NAS instances

After you create a NAS instance and add a mount point to it, you can mount the NAS instance to a

compute node such as an ECS node.
Prerequisites

The following conditions determine whether an ECS instance can access a NAS instance through

a mount point:



+ If the network type of the mount point is VPC, you can mount the NAS instance only to the ECS
instances that are in the same VPC as the mount point. In addition, the VPC IP address of
each of the ECS instances must match the authorized IP address of a rule in the permission
group bound to the mount point.

+ If the network type of the mount point is classic network, you can mount the NAS instance only
to ECS instances under the same account as the mount point. In addition, ensure that the
authorized IP address of a rule in the permission group bound to the mount point matches the

intranet IP address of the ECS instance.

Before you can use NFS to mount a NAS instance, ensure that nf s-uti | s or nf s- cormon has

been installed. If not, run the following command to install the software package:

+ CentOS:sudo yuminstall nfs-utils

» Ubuntu or Debian: sudo apt-get install nfs-comon

Context
NAS supports the NFSv3 and NFSv4 protocols. You can choose a protocol version for mounting a

NAS instance based on your scenario.
Use NFSv4.0 to mount a NAS instance
Format

sudo mount -t nfs -0 vers=4.0 <dormai n nane of the nount point>: <NAS
i nstance directory> <target |ocal nounting directory>

Parameter description

» Domain name of the mount point: It is automatically generated when you create a NAS
instance and a mount point.

* NAS instance directory: It is a directory of the NAS instance, which may be the root directory
"/" or any subdirectory.

» Target local mounting directory: It is a directory on the local server, to which the NAS instance

is to be mounted.

Examples



* Run the following command to mount the root directory of the NAS instance:

mount -t nfs -o vers=4.0 file-systemid-xxxx.regionid.nas.exanple.
com/ /local/mtdir

* Run the following command to mount the subdirectory named sub1 of the NAS instance:

mount -t nfs -o vers=4.0 file-systemid-xxxx.regionid. nas. exanpl e.
com/subl /local/mtdir

Use NFSv3 to mount a NAS instance

Format

sudo mount -t nfs -0 vers=3, nol ock, proto=tcp <donmai n nane of the nount
poi nt >: <NAS i nstance directory> <target |ocal nounting directory>

Examples
* Run the following command to mount the root directory of the NAS instance:

mount -t nfs -o vers=3, nol ock, proto=tcp file-systemid-xxxx.regionid
.nas. exanpl e.com/ /local/mtdir

* Run the following command to mount the subdirectory named sub1 of the NAS instance:

mount -t nfs -o vers=3, nol ock, proto=tcp file-systemid-xxxx.regionid
. nas. exanpl e.com /subl /Il ocal /mtdir

View the mount point information
After the directories are mounted, run the following command to check the mounted NAS instance:

mount - |

Run the following command to check the current capacity of the mounted NAS instance:

df -h
15.4 NAS instance
15.4.1 View the NAS instance details

You can view details of an existing NAS instance in the NAS console, including system details and

mount points.

Prerequisites

Before you can view NAS instance details, you must complete the procedure in Quick start, or

ensure that at least one NAS instance has been created.



Procedure
1. Log on to the NAS console.

2. On the File Storage NAS page, click the ID of the NAS instance that you want to view or click

7| > Details in the Actions column corresponding to the NAS instance ID. The NAS instance
a0

details page is displayed, as shown in Figure 15-1: NAS instance details.
Figure 15-1: NAS instance details

| FileSystem = s

Mount Point

File System D File Sysiem Name
Region Storage Type: Capacity Optimized

Protocol Type: NFS File Sysiem Usage:

The NAS instance details page has two tabs:

+ The System Details tab displays the basic information about the NAS instance, including

the NAS instance ID, region, and storage capacity.

* The Mount Point tab lists the mount points of the NAS instance. You can manage the

mount points on this tab.

15.4.2 Delete NAS instances

You can delete a NAS instance in the NAS console.

Prerequisites
Before you can delete a NAS instance, you must complete the procedure in Quick start, or ensure
that at least one NAS instance has been created and the NAS instance does not contain mount

points.
Procedure

1. Log on to the NAS console

2. On the File Storage NAS page, click o:: > Delete in the Actions column corresponding to the

NAS instance that you want to delete.

3. In the Delete File System Instance message that appears, click OK.



15.5 Mount point
15.5.1 View the mount point list

You can view a list of existing mount points in the NAS console.

Prerequisites
Before you can view the mount point list, you must complete the procedure in Quick start, or
ensure that at least one NAS instance and one mount point have been created.

Procedure
1. Log on to the NAS console.

2. On the File Storage NAS page, click the ID of the NAS instance where the mount point that

you want to view is located. On the instance details page that appears,

3. click the Mount Point tab. On the Mount Point tab that appears, you can view a list of all mount

points in the NAS instance, as shown in Figure 15-2: Mount point list.

Figure 15-2: Mount point list

| FileSystem = pr
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15.5.2 Enable or disable mount points

You can enable or disable a mount point in the NAS console.

Prerequisites
Before you can enable or disable a mount point, you must complete the procedure in Quick start,
or ensure that at least one NAS instance and one mount point have been created.

Procedure

1. Log on to the NAS console.



2,

3.

On the File Storage NAS page, click the ID of the NAS instance where the mount point that
you want to view is located. On the instance details page that appears, click the Mount Point

tab.

In the mount point list, you can perform the following operations:

* Click o > Disable in the Actions column corresponding to the mount point that you want

to disable. In the message that appears, click OK to disable access to the mount point from

clients.

* Click o > Enable in the Actions column corresponding to the mount point that you want

to enable. In the message that appears, click OK to enable access to the mount point from

clients.

15.5.3 Delete mount points

You can delete a mount point in the NAS console.

Prerequisites

Before you can delete a mount point, you must complete the procedure in Quick start, or ensure

that at least one NAS instance and one mount point have been created.

Procedure

1. Log on to the NAS console.

2. On the File Storage NAS page, click the ID of the NAS instance where the mount point that
you want to view is located. On the instance details page that appears, click the Mount Point
tab.

3. In the mount point list, click o<: > Delete in the Actions column corresponding to the mount
point that you want to delete.

4. In the Delete Mount Point message that appears, click OK.

Note:
After a mount point is deleted, it cannot be restored. Use caution when you delete a mount

point.



15.5.4 Modify the permission group of a mount point
You must bind a permission group to each mount point. You can change the permission group

that is bound to a mount point in the NAS console.

Prerequisites
Before you can change the permission group that is bound to a mount point, you must complete
the procedure in Quick start, or ensure that at least one NAS instance and one mount point have

been created in the region, and the mount point has been bound with a permission group.

Context
You must bind a permission group to each mount point. You can configure a source IP address
list for the permission group to restrict access from ECS instances to the mount point. You can

change the permission group that is bound to a mount point as required.
Procedure

1. Log on to the NAS console.

2. On the File Storage NAS page, click the ID of the NAS instance where the mount point that
you want to change is located. On the instance details page that appears, click the Mount

Point tab.

3. In the mount point list, click 5<: > Modify Permission Group in the Actions column of the

mount point of which the permission group is to be modified.

4. In the Modify Mount Point Permission Group dialog box that appears, set Change to and
click OK.

Note:

The modification may require up to 1 minute to take effect.

15.6 Permission group

15.6.1 View the permission group list

You can view a list of existing permission groups in the NAS console.

Prerequisites
Before you can view the permission group list, you must complete the procedure in Quick start, or

ensure that at least one NAS instance and one permission group have been created.

Procedure



1. Log on to the NAS console.

2. On the File Storage NAS page, click the Permission Group tab. On the Permission Group tab
that appears, you can view a list of permission groups in the current region, as shown in Figure

15-3: Permission group list.
Figure 15-3: Permission group list

| File Storage NAS

File System Permission Group
Departn Al v | Region Al v Name m Create Permission Group
Department Project Region Type Bound File Systems Rules Description Created At Action
testet VPC 4 4 6/4/2018, 7:06:08 PM
PC D ] 6 018, 2:07:36 AM
ittt Classic Network D ] 6/5/2018, 9:30:05 PM
asdasdsa Classic Network o 0 6/6/2012, 11:13:15 AM
FEWTQrgew Classic Network o 0 6/6/2018, 1:53:30 PM
Total 5 re: E age displa

15.6.2 Delete permission groups

You can delete a permission group in the NAS console.

Prerequisites
Before you can delete a permission group, you must complete the procedure in Quick start, or
ensure that at least one NAS instance and one permission group have been created.
Procedure
1. Log on to the NAS console.
2. On the File Storage NAS page, click the Permission Group tab.

3. In the permission group list, click |o::| > Delete in the Actions column corresponding to the
u]u}

permission group that you want to delete.

4. In the Delete Permission Group message that appears, click OK.

E] Note:

Permission groups that are in use cannot be deleted. To delete a permission group in use, you

must first disable it.



15.6.3 Manage permission group rules

You can manage the rules of a permission group in the NAS console, including modifying and

deleting rules.

Prerequisites

Before you can manage the rules of a permission group, you must complete the procedure in
Quick start, or ensure that at least one NAS instance and one permission group have been

created, and the permission group has at least one rule.
Procedure
1. Log on to the NAS console.
2. On the File Storage NAS page, click the Permission Group tab.

3. On the Permission Group tab that appears, click the name of a permission group to go to the

Rules List page.

4. On this page, you can modify or delete the rules of the permission group.

* To modify a rule, click o< > Change in the Actions column corresponding to the rule. In

the Modify Rule dialog box that appears, modify Authorization Address, Read/Write

Permissions, User Permission, or Priority. Click OK.

* To delete a rule, click | > Delete in the Actions column corresponding to the rule. In the

Delete Rule message that appears, click OK.

15.7 Migrate data

15.7.1 Data migration tool for Windows

The NAS data migration tool for Windows is available for use after you download and decompress
it. This tool synchronizes files from object storage services (such as OSS) or local disks to NAS

instances.
Context
Features of nasimport:

» Synchronizes local files, files stored in OSS, files stored in third-party cloud storage, and HTTP

-linked files to NAS instances.
» Synchronizes stored data (files modified after a specified time point).

» Synchronizes incremental data automatically.



» Supports resumable data transfer.

* Uploads and downloads data in parallel.

Operation requirements

Run the nasimport tool on an ECS virtual machine (VM) where you can mount the desired NAS
instance. To determine whether the NAS instance can be mounted to an ECS VM and how to

mount the NAS instance, see Mount a NAS instance.
Supported operating systems

*  Windows Server 2008 Standard edition SP2 32-bit
»  Windows Server 2008 R2 Datacenter edition 64-bit
* Windows Server 2012 R2 Datacenter edition 64-bit
» Windows Server 2016 Datacenter edition 64-bit

Deployment and configuration

1. Download the nasimport toolkit.
2. Create a synchronization working directory (such as C:\NasImport) on your local server and
download the nasimport toolkit to this directory.

3. Edit the configuration file named confi g/ sys. properti es in the working directory.

We recommend that you use the default configurations. You can edit the configurations fields

based on your requirements. For more information, see Field description.

Table 15-4: Field description

Field Description

workingDir The working directory to which the nasimport toolkit
is decompressed.

slaveTaskThreadNum The number of working threads that run synchroniz
ation simultaneously.

slaveMaxThroughput(KB/s) The upper limit of migration traffic.

slaveAbortWhenUncatchedException | Whether to skip an unknown error or abort. The
process skips an unknown error by default.

dispatcherThreadNum The number of parallel threads in a dispatching task
. Keep the default value.



http://nasimport.oss-cn-shanghai.aliyuncs.com/nasimport-win.zip?spm=5176.doc56937.2.6.ebcPfj&file=nasimport-win.zip

Running
Nasimport commands

+ Submit ajob: nasi nport -c config/sys.properties submt <your-job-
confi gurati on>

* Cancel ajob: nasi nport -c config/sys.properties clean <job-nanme>

* View ajob: nasi nport -c config/sys.properties stat detail

* Retry ajob: nasi nport -c config/sys.properties retry <job-nane>

+ Start nasimport: nasi nport -c config/sys. properties start
1. Start nasimport.
Enter the working directory and open the CLI. Run the following command in the CLI:

nasi nport —c config/sys.properties start

Figure 15-4: Start nasimport

C:“HasImport *nas import

Bad Args

start service: Jjava —Jar nasimport.jar —c sys.properties start

zubmit Jjoh: java —jar nasimport.jar —c sys_properties submit nas_joh.c
clean jobh: java —jar nasimport.jar —c sys.properties clean nas_joh
stat job: java —jar nasimport.jar —c sys.properties stat [detaill
retry all failed taszks: java —Jjar nazimport.jar —c sys_properties retr

C:sMasImportrnasinmport —c¢ configssys.properties start
C:sMazImportnasimport.exe

[2817-87-17 18:59:131 [INFO1 JobDispatcher:Init

[(2817-87-17 18:59:131 [INFO1 job controller daemon start, working d
[(2817-87-17 18:59:131 [INFO1 watching job gueue:.“maszter“johgueue™
[2817-87-17 18:59:131 [INFO1 JobDispatcher:Run

Note:

» Keep nasimport running. You can also configure nasimport as a background service in

Windows.

*  When you start nasimport, you can redirect the log to a file for easy viewing in the future.

nasi nport -c config\sys. properties start > nasinport.| og
2>&1

2. Define a job.



Use the config\local_job.cfg template to define a job.

Table 15-5: Field description

Field Description

jobName The name that uniquely identifies the job. You can submit
multiple jobs with different names.

jobType The job type. Values: import and audit. Import synchroniz

es data while audit checks the source and target data for
consistency.

isincremental=false

Whether to enable the automatic incremental mode. If
this field is set to true, incremental data is scanned at the
interval specified by incrementalModelnterval (in seconds)
and synchronized to the NAS instance.

incrementalModelnterval=86400

The synchronization interval in the incremental mode. Unit:
second.

importSince

The start time. Incremental data that is generated on and
after this time point is synchronized to the NAS instance
. This parameter is in the UNIX timestamp format. Unit:
second. Default value: 0.

srcType

The synchronization source type. You can synchronize
local files, files stored in OSS, or files stored in third-party
cloud storage.

srcAccessKey

The AccessKey ID of the data source. Specify this field
if you have set srcType to OSS or to a third-party cloud
storage.

srcSecretKey

The AccessKey Secret of the data source. Specify this field
if you have set srcType to OSS or to a third-party cloud
storage.

srcDomain

The endpoint of the data source.

Note:

If the data source of a migration job is OSS, set
srcDomain to the intranet domain name with "internal."
With this setting, you can save the cost on downloading

data from OSS and enjoy a faster migration service. You




Field

Description

only pay for accessing OSS. You can obtain the intranet

domain name of OSS in the OSS console.

If your NAS instance is in a VPC and the data source is
OSS, set srcDomain to the VPC domain name provided

by OSS.

srcBucket

The source bucket name.

srcPrefix

The source prefix. Default value: null.

If you have set srcType to local, enter the local directory to
be synchronized. Note that the directory must be a full path
ended with a forward slash (/).

If you have set srcType to OSS or to a third-party cloud
storage, enter the prefix of the object to be synchronized.
To synchronize all files, set the prefix to null.

destType

The synchronization target type. Default value: NAS.

destMountDir

The local directory to which the NAS instance is mounted.

destMountTarget

The domain name of the NAS instance mount point.

destNeedMount=true

Whether nasimport performs automatic mounting. Default
value: true. You can set this field to false and manually
change the NAS instance mount point to the destMountDir
directory.

destPrefix

The prefix of the synchronization target file. Default value:
null.

taskObjectCountLimit

The maximum number of files that are processed by each
task. This field affects the maximum number of parallel
threads. It is usually set to the total number of files divided
by the number of download threads that you have set. If
you do not know the total number of files, you can keep the
default value.

taskObjectSizeLimit

The maximum volume of the data downloaded by each
task. Unit: byte.

scanThreadCount

The number of threads that scan files in parallel. This field
affects file scan efficiency.

maxMultiThreadScanDepth

The maximum allowable depth of the directory in parallel
scan. You can keep the default value.




Note:

* If you have configured the automatic incremental mode, the job runs periodically and
permanently to scan the latest data.

* If you have set srcType to a third-party cloud storage, the List operation on files cannot
implement checkpoints due to the API limits of third-party cloud storage. Killing the process

before the List operation is complete may cause all the files to be relisted.

3. Submit the job.

The following example shows how to copy the local C. \ Program Fi | es\ | nt er net

Expl or er directory to a NAS instance.

a. Edit the job: Copy confi g\l ocal _j ob. cf g to the working directory and edit the items

listed in the following table.

srcType local

srcPrefix C:\\Program Files\\Internet Explorer

destMountDir h:

destNeedMount true

destMountTarget - yyy . m-beijing.nas.aliyuncs.com
Note:

You must set destMountDir to a drive letter that does not exist. Otherwise, destMountDir
may conflict with an existing drive. destMountTarget is the mount point of the NAS
instance.

b. Submit the job: Restart the CLI in the working directory and run the nasi nport -c

config\sys.properties submt |ocal _job.cfg command.

Note:

* If the job that you want to submit has the same name as a job in progress, you cannot
submit the job.
* To pause a synchronization job, stop the nasimport process. You can restart the

nasimport process to resume synchronization from where it was paused.



4. Check the job status. Run the following command on the CLI:

nasi nport -c config\sys. properties stat detail

BunningTasks Progress:
F11CS5FBC3649BR31E590170684B7898C_1500262925696:4158464.-368492741 155

C:sMNazImport>nasimport —¢ config>sys.properties stat detail
joh stats

C:sMNazImportnasinmport.exe

[2017-87-17 11:42:251] [WARN] Li=zst files dir not exist = .“master>jobs*nas_jo
~succeed_tasks

[2017-87-17 11:42:251] [WARN] Li=zst files dir not exist = .“master>jobs*nas_jo
“failed_tazks

JohMame :nas_joh

JohState :Running

PendingTazks:@

DizpatchedTasks:1

RunningTasks:1

SucceedTasks:@

FailedTasks:8

ScanFinished:true

RunningTasks Progress:
F11CS5FAC3649BE31ES?201 980604878 28C_1580262225696:4158464.-304922741 1./05

The preceding command output displays the overall progress of the current job and the
progress of the current task. In this example, 4158464/ 30492741 indicates that the volume
of data already uploaded is 4,158,464 bytes and the total volume of data to be uploaded is
30,492,741 bytes. 1/ 1 indicates that the total number of files to be uploaded is 1 and the

number of files already uploaded is 1.

The migration tool splits each job that you submit into multiple tasks for parallel execution. After
all the tasks are complete, the job is considered complete. After the job is complete, JobState
displays Succeed or Fai | ed, to indicate whether the job is successful or not. If the job fails,

you can view the cause of failure for each task in the following file:
mast er/ j obs/ $j obNane/ fai |l ed_t asks/*/audit.| og

We have already retried failed jobs in nasimport. If a failure is caused by the temporary

unavailability of the source or target data, run the following command to retry the job:
nasi nport -c config/sys.properties retry <job-nanme>

Run the stat detail command again after a while.



PendingTasks:8

DizpatchedTasks:1

RunningTasks:1

SucceedlTasks:8

FailedTaszks:@

ScanFinished:true

RunningTasks Progress:
F11C5FAC3647B831E578190684B7898C_1508262925696 :4158464.-384922741 155

C:MazImport nasimport —c¢ confighsys.properties stat detail
Jjob stats —————————

JobMame tnas__joh
JobhState :Succeed
PendingTazks:@
DispatchedTasks:@
RunningTasks:8
SucceedlTasks:1
FailedTaszks:A
ScanFinizhed:true
RunningTasks Progress:

C:sMazImport >

SucceededTasks is 1, indicating that the task is complete. Open the file explorer and you can

see that the H: drive contains the file.
Common causes of failures

* The job configurations are incorrect, for example, the AccessKey ID is incorrect or permissions
are insufficient. In this case, all tasks fail. To identify this cause, check the nasimport.log file in
the working directory (ensure that you have redirected the log to nasimport.log when starting

nasimport). You can also run the nasimport start command to check for the cause.

" WWasImportwnasimport. exe

[2017-07-17 12:22:40] [INFO] JobDispatcher:Init

[2017-07-17 12:22:40] [INFO] job controller daemon start, working dir:.

[2017-07-17 12:22:40] [INFO] watching job queue:. Ymaster® jobqueus’,

[2017-07-17 12:22:40] [INFO] JobDispatcher :Bun

[2017-07-17 12:22:40] [INFO] try lock . ‘\master‘jobs'nas_job%. lock succeed

[2017-07-1T7 12:22:40] [INFO] start jok:inas_job

[2017-07-17 12:22:40] [INFO] 1list checkpoint: . ‘master'jobsinas_job%checkpointsil, cpt

[2017-07-17 12:22:40] [INFO] s=can task load checkpoint: [totalSize=0, totalCount=0, pre

[2017-07-17 12:22:40] [INFO] single thread scan start: nas_job

com. allvun. oss. 0SSExzception: The 055 Access Kev Id wou provided does not exist 1n our reco
at com. aliyun. oss. common. utils. ExceptionFactory. createlS3Exception(ExceptionFactor
at com. alivun. oss. internal. 0SSErrorResponseHandler. handl e (0SSErrorResponseHandl er.
at com. aliyun oss. common. comm. ServiceClient. handl eResponse (ServiceClient. java: 248)
at com. alivun. oss. common. comm. ServiceClient. sendRequestImpl (ServiceClient. java:130
at com. alivun. oss. common. comm. ServiceClient. sendRequest (ServiceClient. java:6E)
at com. alivun. oss. internal. 0850peration. send(0580peration. java:94)
at com. al iyun. oss. internal.0550peration. do0peration(0550peration. java:149)
at com. aliyun. oss. internal.0850peration. do0peration(0350peration. java:113)
at com. alivun. oss. internal. 0SSBucketOperation. listObjects (0SSBucketOperation. java:
at com. aliyun. oss. 085Client. 1istObjects(0SSClient. java:526)
at com. aliyun. ossimport?. master. scamner. OssLister. 1ist (0ssScanner. java:65)
at com.aliyun.DssinpartZ.master.scanner.SingleThreadTask.run(SingleThreadTask.java




» The encoding method of source file names is inconsistent from the default file name encoding
method of the system (GBK for Windows and UTF-8 for Linux). This is the typical cause of

failure for NFS data sources.

+ Afile in the source directory is modified during the upload process. This cause is indicated by a
SI ZE_NOT_MATCH error in audit.log. In this case, the old file is uploaded, but the changes are

not synchronized to the NAS instance.
» The source file is deleted during the upload process, causing file download to fail.
» An error occurs in the data source, causing source data download to fail.

+ The Clean operation is performed before the nasimport process is killed, which may cause a

program execution error.

» The nasimport tool aborts and the job status is Abort. If this failure occurs, contact Alibaba

Cloud technical support engineers.

15.7.2 Migrate local files or files stored in OSS to NAS
instances

The nasimport tool helps you synchronize files and data from your local data center, OSS, or third-

party cloud storage to NAS instances.
Context
Functions of nasimport:

» Synchronizes local files, files stored in OSS, files in third-party cloud storage, or HTTP-linked

files to NAS instances.
* Mounts NAS instances automatically.
» Synchronizes stored data (files modified after a specified time point).
» Synchronizes incremental data automatically.
» Supports resumable data transfer.

+ Lists, uploads, and downloads data in parallel.

To migrate a large volume of data (exceeding 2 TB) to a NAS instance in a short period of time
, you can contact Alibaba Cloud technical support for a parallel synchronization on multiple

machines in addition to using nasimport.



Runtime environment

Run the nasimport tool on an ECS virtual machine (VM) where you can mount the desired NAS
instance. To determine whether the NAS instance can be mounted to an ECS VM and how to

mount the NAS instance, see Mount a NAS instance.

You must run nasimport in Java JDK 1.7 or later. We recommend the Oracle version JDK.

Note:
Before you start nasimport, run the ul i m t - n command to view the number of files that
the process allows you to open. If the number is smaller than 10,240, you must modify the

configuration first.
Deployment and configuration

1. Create a working directory for synchronization on your local server, and download the

nasimport toolkit to this directory.

Example: Run the following commands to create / r oot / s as the working directory and

download the toolkit to this directory:

export work_dir=/root/ns

wget http://docs-aliyun.cn-hangzhou. oss. aliyun-inc. com assets/attach
/ 45306/ cn_zh/ 1479113980204/ nasi nport | i nux.tgz

tar zxvf ./nasinport_linux.tgz -C "$work_dir"

2. Run the following commands to edit the configuration file named config/sys.properties in the

working directory named $work_dir:

vim $wor k_dir/confi g/ sys. properties
wor ki ngDi r =/ r oot/ s

sl aveUser Nanme=

sl avePasswor d=

pri vat eKeyFi | e=

sl aveTaskThr eadNunm=60

sl aveMaxThr oughput ( KB/ s) =100000000

sl aveAbor t WhenUncat chedExcept i on=f al se
di spat cher Thr eadNum=5

We recommend that you use the default configurations. When necessary, you can edit the

configuration fields. For more information, see Table 15-6: Field description.


http://www.oracle.com/technetwork/indexes/downloads/index.html?spm=5176.doc32201.2.1.Y4A7gH#java

Table 15-6: Field description

Field

Description

workingDir

The working directory to which the nasimport toolkit
is decompressed.

slaveTaskThreadNum

The number of working threads that run synchroniz
ation simultaneously.

slaveMaxThroughput(KB/s)

The upper limit of migration traffic.

slaveAbortWhenUncatchedException

Whether to skip an unknown error or abort. The
process skips an unknown error by default.

dispatcherThreadNum

The number of parallel threads in a dispatching task
. Keep the default value.

Running

The nasimport tool supports the following commands:

*  Submit a job:

java -jar $work_dir/nasinport.jar -c $work_dir/config/sys. properties

subnit $j obConfi gPat h

» Cancel a job:

java -jar $work_dir/nasinport.jar -c $work_dir/config/sys. properties

cl ean $j obNane

* View job status:

java -jar $work_dir/nasinmport.jar -c $work_dir/config/sys. properties

stat detail

* Retry the job:

java -jar $work dir/nasinport.jar -c $work dir/config/sys. properties

retry $j obNane

Perform the following procedure to run a migration job:

1. Run the following commands to start nasimport:

cd $work_dir




nohup java -Dskip_exist_file=false -jar $work_dir/nasinport.jar -c $
wor k_dir/config/sys.properties start > $work_dir/nasinmport.log 2>&1

&

Note:

The related log file is automatically generated in the directory where nasimport is started. We

recommend that you start nasimport in the working directory named $work_dir. If the value of

ski p_exi st _fil e istrue when you start nasimport, nasimport skips the files that already

exist in the NAS instance with the length the same as the source.

2. Edit the sample job description file named nas_j ob. cf g.

Table 15-7: Field description

Field Description

jobName The name that uniquely identifies the job. You can submit
multiple jobs with different names.

jobType The job type. Values: import and audit. Import synchroniz

es data while audit checks the source and target data for
consistency.

isIncremental=false

Whether to enable the automatic incremental mode. If
this field is set to true, incremental data is scanned at the
interval specified by incrementalModelnterval (in seconds)
and synchronized to the NAS instance.

incrementalModelnterval=86400

The synchronization interval in the incremental mode. Unit:
second.

importSince

The start time. Incremental data that is generated on and
after this time point is synchronized to the NAS instance
. This parameter is in the UNIX timestamp format. Unit:
second. Default value: 0.

srcType

The synchronization source type. You can synchronize
local files, files stored in OSS, or files stored in third-party
cloud storage.

srcAccessKey

The AccessKey ID of the data source. Specify this field
if you have set srcType to OSS or to a third-party cloud
storage.

srcSecretKey

The AccessKey Secret of the data source. Specify this field
if you have set srcType to OSS or to a third-party cloud
storage.




Field

Description

srcDomain

The endpoint of the data source.

Note:

If the data source of a migration job is OSS, set
srcDomain to the intranet domain name with "internal."
With this setting, you can save the cost on downloading
data from OSS and enjoy a faster migration service. You
only pay for accessing OSS. You can obtain the intranet

domain name of OSS in the OSS console.

If your NAS instance is in a VPC and the data source is
0SS, set srcDomain to the VPC domain name provided

by OSS.

srcBucket

The source bucket name.

srcPrefix

The source prefix. Default value: null.

If you have set srcType to local, enter the local directory to
be synchronized. Note that the directory must be a full path
ended with a forward slash (/).

If you have set srcType to OSS or to a third-party cloud
storage, enter the prefix of the object to be synchronized.
To synchronize all files, set the prefix to null.

destType

The synchronization target type. Default value: NAS.

destMountDir

The local directory to which the NAS instance is mounted.

destMountTarget

The domain name of the NAS instance mount point.

destNeedMount=true

Whether nasimport performs automatic mounting. Default
value: true. You can set this field to false and manually
change the NAS instance mount point to the destMountDir
directory.

destPrefix The prefix of the synchronization target file. Default value:
null.
taskObjectCountLimit The maximum number of files that are processed by each

task. This field affects the maximum number of parallel
threads. It is usually set to the total number of files divided
by the number of download threads that you have set. If
you do not know the total number of files, you can keep the
default value.




Field Description

taskObjectSizeLimit The maximum volume of the data downloaded by each
task. Unit: byte.

scanThreadCount The number of threads that scan files in parallel. This field
affects file scan efficiency.

maxMultiThreadScanDepth The maximum allowable depth of the directory in parallel
scan. You can keep the default value.

Note:

+ If you have configured the automatic incremental mode, the job runs periodically and
permanently to scan the latest data.

» If you have set srcType to a third-party cloud storage, the List operation on files cannot
implement checkpoints due to the API limits of third-party cloud storage. Killing the process

before the List operation is complete may cause all the files to be relisted.

3. Submit the job.

java -jar $work_dir/nasinmport.jar -c $work_dir/config/sys. properties
submt $work_dir/nas_job.cfg

Note:

* If the job that you want to submit has the same name as a job in progress, you cannot
submit the job.

* To pause a synchronization job, stop the nasimport process. You can restart the nasimport
process to resume synchronization from where it was paused.

* To resynchronize all files, stop the nasimport process and run the following command to
clear the current job. For example, the job name is nas_job (you can set the job name in
the nas_job.cfg file).

ps axu | grep "nasinport.jar.* start" | grep -v grep | awk '{
print "kill -9 "$2}' | bash

java -jar $work dir/nasinport.jar -c $work dir/conf/sys.
properties clean nas_job

4. Check the job status.

java -jar $work_dir/nasinmport.jar -c $work_dir/config/sys.properties
stat detail

—————————————— job stats begin---------------

---------------- job stat begin------------------

JobNan®e: nas_j ob



JobSt at e: Runni ng

Pendi ngTasks: 0

Runni ngTasks: 1

SucceedTasks: 0

Fai | edTasks: 0

ScanFi ni shed: true

Runni ngTasks Progress:

FD813E8B93F55E67A843DBCFA3FAF5B6_1449307162636: 26378979/ 26378979 1/1

---------------- job stat end------------------

—————————————— job stats end---------------
The preceding command output displays the overall progress of the current job and the
progress of the current task. For example, 26378979/ 26378979 indicates that the total
volume of data to be uploaded is 26,378,979 bytes and the volume of data already uploaded
is 26,378,979 bytes. 1/ 1 indicates that the total number of files to be uploaded is 1 and the

number of files already uploaded is 1.

The migration tool splits each job that you submit into multiple tasks for parallel execution. After
all the tasks are complete, the job is considered complete. After a job is complete, JobState
displays Succeed or Fai | ed, to indicate whether the job is successful or not. If a job fails, run

the following command to check the failure cause of each task.

In the following command, replace $jobName with the actual job name (you can set jobName in

the local_job.cfg file).
cat $work_dir/ master/jobs/ $j obNane/fail ed_tasks/*/audit.| og

We have already retried failed jobs in nasimport. If a failure is caused by the temporary

unavailability of the source or target data, run the following command to retry the job:

java -jar $work_dir/nasinport.jar -c $work_dir/config/sys.
properties retry $j obNam

Common causes of job failures

The job configurations are incorrect, for example, the AccessKey ID is incorrect or permissions
are insufficient. In this case, all tasks fail. To identify this cause, check the $wor k_di r/

nasi nport. | og file.

The encoding method of source file names is inconsistent from the default file name encoding
method of the system (GBK for Windows and UTF-8 for Linux). This is the typical cause of
failure for NFS data sources.

A file in the source directory is modified during the upload process. This cause is indicated by a
SI ZE_NOT_MATCH error in audit.log. In this case, the old file is uploaded, but the changes are

not synchronized to the NAS instance.



» The source file is deleted during the upload process, causing file download to fail.
» An error occurs in the data source, causing source data download to fail.

» The Clean operation is performed before the nasimport process is killed, which may cause a

program execution error.

» The nasimport tool aborts and the job status is Abort. If this failure occurs, contact Alibaba

Cloud technical support.

15.8 Directory-level ACL

NAS allows you to configure an Access Control List (ACL) for a directory to control access to the

directory and files in it.
Prerequisites

* You must use the NFSv4 protocol to mount a NAS instance on a client.
* You must use the alinas-acl tool to configure an ACL. To ensure correct permission settings, do
not change the mode or run the chmod command to modify the file permissions.

Procedure

1. Runthe sudo nount -t nfs -0 vers=4.0 <nmount point domai n nanme>: <NAS
directory> <target directory on the current server>command, such as
mount -t nfs -o vers=4.0 014544bbf 6-wdt 41. cn- hangzhou. nas. al i yuncs. com

:/ /' mt, to ensure that a NAS instance has been mounted by using the NFSv4 protocol.

Note:

* The value of the vers parameter varies with the client version. If an error occurs when you

set vers to 4.0, set vers to 4 instead.

* |f a NAS instance with the ACL feature disabled has been mounted before, we recommend

that you mount the instance again to ensure that the ACL feature takes effect.

2. Run the following command to install nf s4- acl -t ool s in CentOS:

sudo yuminstall nfs4-acl-tools -y

3. Run the following command to ensure that Python 2.7.5 has been installed:



pyt hon --version Python 2.7.5

4. Use alinas-acl to make ACL settings.

.lalinas_acl set ./foo --add --user Alice --rule r #Gant the read
perm ssion on the foo file to user Alice.

.lalinas_acl set ./foo -a -u Alice -r r #Abbreviated format of the
previ ous conmand

.lalinas_acl set ./dir --add --group Staff --rule rwx #G ant the
read, wite, and execute perm ssions on the dir directory to group
Staff.

.lalinas_acl set ./foo --add --user EVERYONE@--rul e none #G ant no
perni ssions to user EVERYONE@

.lalinas _acl set ./foo --add --user 1001 --rule none #&G ant no
perm ssions to the user whose uid is 1001.

.lalinas_acl set ./dir -d -u Bob #Revoke the perm ssions of user Bob
on the dir directory.

Note:

* To avoid performance deterioration, we recommend that you configure an ACL for a

directory, instead of for files in the directory.

* The number of Access Control Entries (ACEs) for a single file must not exceed 10.

5. View the ACL.

.lalinas_acl get ./foo #View the perm ssions on the foo file. # file
foo/ # owner:
root # group: root OMNER@:rw CROUP@:r-- EVERYONE
@:--- Alice::r-- Staff:g:rw
1001:: - --

Note:
OWNER@, GROUP@, and EVERYONE@ are three special usernames that are
automatically generated when you configure the ACL. They correspond to the user, group,
and others classes in the mode operand. If there are conflicts between the permissions
specified in the ACL and the mode operand, the actual permissions may vary based on the

client version.
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16.1 What is DFS

Alibaba Cloud Distributed File System (DFS) is a file storage service designed for computing

resources, such as Elastic Compute Service (ECS) instances and Container Service.

DFS provides standard Hadoop Distributed File System (HDFS), enabling you to use it without
making any changes to existing big data analysis applications. It offers features such as unlimited
capacity and performance expansion, single namespace, multi-sharing, high reliability, and high
availability. Compared with user-created HDFS storage, DFS greatly reduces maintenance costs

and data security risks.
You can perform the following operations:

» Create DFS file system instances and mount points.

» Create permission groups for DFS file system instances and add rules to permission groups to

allow access or grant different levels of access permissions to IP addresses or CIDR blocks.

» Access file system instances through standard HDFS protocol interfaces within computing

resources such as ECS and Container Service.

» Perform basic and advanced operations to file systems, mount points, and permission groups

in the DFS console.
» Perform basic and advanced operations on DFS by using Software Development Kits (SDKs)

or Application Program Interfaces (APlIs).

16.2 Limits

The restrictions on DFS are as follows:
Hadoop Distributed File System and Abstract File System

» Does not support the settings of directory modification time (mtime) and access time (atime), or

settings of file mtime and atime attributes through setTimes.
* Does not support symbolic links.
* Does not support file truncation (truncate).
» Does not support file concatenation (concat).
* Does not support extended attributes (XAttrs) operations.
* Does not support snapshot operations.

* Does not support delegation token operations.



Does not support checksum operations (setWriteChecksum and setVerifyChecksum).
Does not support ACL operations.

Does not support file block locations.

Hadoop fs command line tool

Does not support snapshot commands (createSnapshot, deleteSnapshot, and renameSnap
shot).

Does not support ACL commands (setfacl and getfacl).

Does not support XAttr commands (setfattr and getfattr).

Does not support file truncation commands (truncate).

16.3 Quick start
16.3.1 Log on to the DFS console

This topic describes how to log on to the DFS console.

Prerequisites

Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://| P addr ess or donai n nane

address of the Apsara Stack consol e/manage.

We recommend that you use the Chrome browser.

Procedure

1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http:/I P address or domai n nane address of the Apsara Stack consol e/
manage, and then press Enter.

3. Enter the correct username and password.

* The system has a default super administrator with the username super and password super

. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the

minimum complexity requirements, that is to be 8 to 20 characters in length and contain at



least two types of the following characters: English uppercase/lowercase letters (A to Z or a

to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),
number signs (#), dollar signs ($), and percent signs (%)).

4. Click LOGIN to go to the Dashboard page.

5. In the top navigation bar of the page, choose Console > Compute, Storage & Networking >

Distributed File System.

16.3.2 Create file systems

File systems are running entities of DFS. You need to create file systems before you can use

DFS.

Procedure
1. Log on to the DFS console.
2. On the Distributed File System (DFS) page, click the File Systems tab, and click Create File
System, as shown in the following figure.

| Distributed File System (DFS)

Permission Groups

Department

- Regior All - File System Name = m
tefres

il
|:_| Note:

* You can create up to 1,000 file systems.

* The upper limit of the file system capacity is 10 PB.

To raise the limit, contact the administrator.
3. On the Create DFS File System page, configure parameters.

Table 16-1: Parameters to create file systems describes the parameter configurations.

Table 16-1: Parameters to create file systems

Category Parameter Description

Region Region Select a region.




Category Parameter

Description

Zone Select a zone from the drop-
down list.
Basic Settings Department Select a department from the
drop-down list.
Project Select a project from the drop

-down list.

File System Name

Enter a name for the file
system. You must enter a file
system name. The value must
not exceed 100 bytes, and
must be globally unique.

Description Enter the description of the
file system.
Storage Configuration Protocol Type Select HDFS.
Storage Type Select STANDARD.

File System Capacity (GB)

Enter the capacity of the file
system.

4. Click OK to create the file system.

If the newly created file system does not appear on the File Systems page, refresh the page.

16.3.3 Create permission groups

DFS enables you to manage permissions on file systems through permission groups. You need to

create permission groups and configure parameters before you can use DFS.

Context

In DFS, the permission group acts as a whitelist. You can add rules to the permission group to

allow access or grant different levels of access permissions to IP addresses or CIDR blocks.

/. Warning:

To secure your data, We strongly recommend that you exercise caution when adding permission

group rules and granting permissions to IP addresses.

Procedure

1. Log on to the DFS console.




2. On the Distributed File System (DFS) page, click the Permission Groups tab, and click

Create Permission Group, as shown in the following figure.

| Distributed File System (DFS)

File Systems

VPC 1 Dec 21, 2018, 17:48.18
VPC 1 123 Dec 14, 2018, 11:16:08

1 VPC 0 12213 Dec 14, 2018, 11:04:30

il
|:_| Note:
You can create up to 100 permission groups. To raise the limit, contact the administrator.
3. In the Create Permission Group dialog box, configure parameters.

Table 16-2: Parameters to create permission groups describes the parameter configurations.

Table 16-2: Parameters to create permission groups

Parameter Description

Region Select a region.

Department Select a department from the drop-down list.
Project Select a project from the drop-down list.
Name Enter a name for the permission group. You

must enter a permission group name. The
value must not exceed 100 bytes, and must
be globally unique.

Network Type Select VPC.

Description Enter the description of the permission group.

4. Click OK to create the permission group.

16.3.4 Create permission group rules
DFS permission groups have various rules, which enable you to manage permissions of file
system instances. Before using DFS, you need to create permission group rules and configure

parameters for the created permission groups.

Context



In DFS, the permission group acts as a whitelist. You can add rules to the permission group to
allow access or grant different levels of access permissions to IP addresses or CIDR blocks.
.'-r-""\.
4% Warning:
To secure your data, We strongly recommend that you exercise caution when adding permission

group rules and granting permissions to |IP addresses.

Procedure
1. Log on to the DFS console.

2. On the Distributed File System (DFS) page, select the permission group created in Create
permission groups, click the permission group name to go to the Rules page, and click Create

Rules, as shown in the following figure.

i Permission Group > Fubes for 151123 | pa'

Authorized IP Address Access Type All - m
Create Rules

10.10.2.123 Readable and Writab 1 Dec 21,2018, 174544

3
|:| Note:
You can create up to 1,000 permission group rules. To raise the limit, contact the

administrator.
3. In the Create Rule dialog box, configure parameters.

Table 16-3: Parameters to create permission group rules describes the parameter

configurations.

Table 16-3: Parameters to create permission group rules

Parameter Description

Access Type The optional value is Readable and Writable,
allowing authorized object to read from and write to
the file system.

Authorized IP Address The authorized IP address is an IP address or CIDR
block, such as 192.168.1.2 or 192.168.1.0/24. It is the
authorized object of this rule.

Priority The priority value ranges from 1 to 100. The value 1
indicates the highest priority. When an authorized




Parameter Description

object matches with multiple rules, the rule with the
highest priority takes effect.

Description Enter the description of the permission group rule.

4. Click OK to create the permission group rule.

5. Click the return button to return to the Distributed File System (DFS) page, as shown in the

following figure.

| Permission Group > Fides v W81t | ©

Authorized |P Address Access Type All - m

Authorized IP Address

1)

Access Type = Priority = Descriptior

10.10.2.123 Readable and Writabl. .. 1

16.3.5 Add mount points

After a file system and its permission groups are created, you need to add mount points to the file

system to mount computing nodes (ECS or Container Service instances) to the file system.

Context

A mount point is the access address of a file system instance in a VPC or classic network. Each

mount point corresponds to a domain name. DFS supports only VPC mount points.

Procedure

1.
2,

Log on to the DFS console.
On the Distributed File System (DFS) page, click the File Systems tab.

Locate the file system created in Create file systems and click the file system ID to go to the

System Details page.

Click the Mount Point tab and click Add Mount Point, as shown in the following figure.




| FileSystem > & St f e 3800 0a 3 [ Tl e i 100405

System Details

Mount Point ID =

ol
|:| Note:

Status All -
? m Add Mount Point

sroup L ype ]

VPC

You can create up to 100 mount points. To raise the limit, contact the administrator.

5. In the Add Mount Point dialog box, configure parameters.

» Select Network Type to VPC.

+ Select corresponding VPC Network and VPC VSwitch.

+ Select the permission group that the mount point is bound to from the Permission Group

drop-down list.

» To create multiple mount points in one file system, ensure that the configuration of each

mount point is unique. At least one of the configurations (permission groups, VPC networks

, or VSwitches) of a mount point is different from the other mount points.

Table 16-4: Parameters to add mount points describes the parameter configurations.

Table 16-4: Parameters to add mount points

Parameter

Description

Region

The region of a mount point.

File Systems

The file system to which the mount point is added.

Permission Groups

The permission group to which the mount point is bound.

Network Type

The network type, which must be set to VPC.

VPC Network

The VPC that corresponds to the mount point.

VSwitch The VSwitch that corresponds to the mount point.
Description The description of the mount point.

O
|:_| Note:

* Ensure that the VPC and VSwitch have been created.




* You can mount a mount point on multiple computing nodes (ECS or Container Service

instances) for shared access.

6. Click OK to add the mount point.

16.3.6 Mount file systems
After creating a file system and adding a mount point for the file system, you can mount DFS

instances through the mount point.
DFS currently supports Hadoop 2.7 .x.
Prerequisites

The following conditions determine whether an ECS instance can access a file system through a

mount point:

+ If the mount point network type is VPC, you can mount the file system only on the ECS
instance in the same VPC. In addition, ensure that the authorized IP address of a rule in the
permission group bound to the mount point matches the VPC IP address of the ECS instance.

+ DFS provides a UserGroupService interface based on Linux / et ¢/ passwd. For more

information, see UserGroupService.

Note:
If the UserGroupService interface is set to the default configuration, ensure that the content of
/ et c/ passwd files is consistent across all computing nodes to guarantee permission control

over files and directories.

= You can define user and group information as needed through the UserGroupService
interface and configure core-site. xm inali dfs. usergroupservice.inpl to
integrate the DFS SDK.

— Before mounting a file system through HDFS, ensure that Java 1.8 is installed on the ECS

instance.
UserGroupService

In Hadoop, user and group information associated with files and directories exist as strings. In
DFS, user and group information associated with files and directories exist as 32-bit integers
. When you create a file or directory in the DFS SDK, the user information obtained through

UserGrouplnformation is converted into a UID, and the group information obtained through



UserGroupService is converted into a GID. When you obtain file or directory information, the UID

is converted into user name, and the GID is converted into group name.
DFS provides the UserGroupService interface, which enables you to:

+ Maintain mappings between users and groups.
+ Maintain mappings between user names and UIDs.

+ Maintain mappings between group names and GIDs.
DFS URI format
URI format of DFS paths: dfs://DfsinstancelD.RegionlID.alidfs.aliyun.com:10290
Example: dfs://f-63a47d43wh98.cn-neimeng-env10-d01.alidfs.aliyun.com:10290
Procedure

1. Configure core-site.xml: Add the following content to the cor e- si t e. xm file on a node and

synchronize the file content to all nodes dependent on hadoop-common:

<property>
<name>f s. oss. i npl </ name>
<val ue>df s: // Df sl nst ancel D. Regi onl D. al i df s. al i yun. com 10290</
val ue>
</ property>
<property>
<pane>f s. oss. i npl </ name>
<val ue>com al i baba. df s. Di stri but edFi | eSyst enx/ val ue>
</ property>
<property>
<nanme>fs. Abstract Fi | eSyst em df s. i npl </ nane>
<val ue>com al i baba. df s. DFS</ val ue>
</ property>
<property>
<nane>al i df s. user groupser vi ce. i npl </ name>
<val ue>com al i baba. df s. security. Li nuxUser G oupSer vi ce. cl ass</ val ue>
</ property>

Note:

* Replace RegionlD and DfsInstancelD with the actual region ID and DFS instance ID.
* You must synchronize the content in cor e-si t e. xm to all nodes dependent on hadoop-
common.
2. Deploy the DFS SDK: Download al i cl oud. df s-1. 0. 0. j ar and deploy it in the
CLASSPATH of the Hadoop ecosystem component. We recommend that you deploy the

package in the directory where dhadoop-common-X.YZ.jar is located.



For example, the following figure shows the directory structure of Spark 2.3.0 after decompress

ion:

[root@Hadoop3 Spark—ZlB.@—bin—hadoopZ‘?]# 1s .

bin data examples kubernetes licenses metastore_db python README.md sbin yarn
conf derby.log jars LICENSE logs NOTICE R RELEASE work

You need to copy al i cl oud. df s-1. 0. 0. j ar to the j ar s directory.

3. Configure optimization settings: The DFS SDK provides some configuration items, such as i 0
.file.buffer.sizeanddfs.connection. count, to optimize application performance.
After you configure the configuration items in cor e- si t e. xrm , you must synchronize the file

content to all nodes dependent on hadoop-common.

<property>
<nane>i o. fil e. buffer. size</ name>
<val ue>4194304</ val ue>
<descri pti on>To achi eve hi gh throughput, no less than 1 MB, no
nore than 8 MB</description>
</ property>
<pr operty>
<nanme>df s. connect i on. count </ nanme>
<val ue>1</val ue>
<description>f multi threads in the sane process will read/
wite to DFS, set to count of threads</description>
</ property>

4. Verify installation: After deployment and configuration, use the hadoop fs command line tool to

verify the installation:

hadoop fs -Is /

[hadoop@i Z5wf@5xt7fvxpnkx150y2Z ~/hadoop-2.7.2]% bin/hadoop fs -1s /

Found 12 items

drw-r----T - hadoop hadoop 75498848 1970-01-01 08:00 /MR
drwxr----T - alicloud-dfs alicloud-dfs 75498848 1970-01-01 08:00 /benchmarks

drw-r----T - hadoop hadoop 75498848 1970-01-01 08:00 /hadoop
drwxr----T - hadoop hadoop 75498848 1970-01-01 08:00 /tcpds
drw-r----T - alicloud-dfs alicloud-dfs 75498848 1970-01-01 @8:00 /tmp

If no error is reported, the deployment is successful.

16.4 File systems

16.4.1 View file system details

You can view the details of a file system in the DFS console.

Prerequisites



Before viewing file system details, you need to complete the steps in Quick start, or ensure that at

least one file system has been created.

Procedure
1. Log on to the DFS console.

2. On the Distributed File System (DFS) page, click a File System ID or click the |2 icon in the
0

Actions column corresponding to a file system and choose Details from the shortcut menu.

The System Details page shows basic information about the file system, such as file system

ID, region, and capacity, as shown in the following figure.

| FileSystem > sTecSnEl-Tohds-4 2k-

System Details Mount Point

Basic Information

File System ID :

Region :

Protocol Type : HDFS

Mount Points : 1

Description :

Capacity Information

16.4.2 Delete file systems

You can delete a file system in the DFS console.

Prerequisites
Before deleting a file system, you need to complete the steps in Quick start, or ensure that at least

one file system has been created.



Procedure
1. Log on to the DFS console.

2. Click the |g¢: icon in the Actions column corresponding to a file system instance and choose

Delete from the shortcut menu.

3. In the Delete File System Instance dialog box, click OK.

16.4.3 Change file system information

You can change file system information in the DFS console.

Prerequisites
Before changing the information, you need to complete the steps in Quick start, or ensure that at
least one file system and permission group have been created.

Procedure
1. Log on to the DFS console.

2. Click the |o¢: icon in the Actions column corresponding to a file system instance and choose

Change from the shortcut menu.

3. In the Change File System dialog box, configure Name, Description, and File System

Capacity for the file system.

Note:

The maximum file system capacity is 10 TB.

4, Click OK.

16.5 Mount points
16.5.1 View the mount point list

You can view the list of mount points in the DFS console.

Prerequisites
Before viewing the mount point list, you need to complete the steps in Quick start, or ensure that
at least one file system and mount point have been created.

Procedure

1. Log on to the DFS console.
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2. On the Distributed File System (DFS) page, click a File System ID to go to the System

Details page, as shown in the following figure.

| Distributed File System (DFS)

File Systems Permission Groups
Department All - Region All - File Syst
St Prot
File SystemID | & Name — Department £ Project = Region — orage R
Type Type
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T _ . e
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3. Click the Mount Point tab to view the list of all mount points in the file system, as shown in the

following figure.
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16.5.2 Manage mount points

You can change, enable, or delete a mount point in the DFS console.

Prerequisites
Before changing, enabling, or deleting a mount point, you need to complete the steps in Quick

start, or ensure that at least one file system and one mount point have been created.

Procedure
1. Log on to the DFS console.

2. On the Distributed File System (DFS) page, click a File System ID to go to the file system

details page, and click Mount Point.

3. You can change, enable, and delete a mount point.
* Locate the mount point that you want to change and perform the following operations:

a. Click the o icon in the Actions column corresponding to the mount point and choose
ual

Change from the shortcut menu.

b. In the Change Mount Point dialog box, you can change the permission group to which
the mount point is bound, change the status to Start or Pause, and enter the description
of the mount point.

c. After you complete the modifications, click OK.

* Locate the mount point that you want to pause and perform the following operations:

a. Click the |o¢: icon in the Actions column corresponding to the mount point and choose
o0

Pause from the shortcut menu.
b. In the displayed dialog box that prompts you to confirm the pause operation, click OK.

* Locate the mount point that you want to delete and perform the following operations:

a. Click the o< icon in the Actions column corresponding to the mount point and choose
ual

Delete from the shortcut menu.

b. In the displayed dialog box that prompts you to confirm the delete operation, click OK.

16.6 Permission groups

16.6.1 View the permission group list

You can view the list of permission groups in the DFS console.

Prerequisites



Before viewing the permission group list, you need to complete the steps in Quick start, or ensure
that at least one file system and one permission group have been created.
Procedure
1. Log on to the DFS console.
2. On the Distributed File System (DFS) page, click the Permission Groups tab to view the

permission group list, as shown in the following figure.

| Distributed File System (DFS)

File Systems

Department All - Region Al v Name « I

16.6.2 Change permission group information
You can change the information about a permission group in the DFS console, including name

and description.

Prerequisites
Before changing the information, you need to complete the steps in Quick start, or ensure that at

least one file system and permission group have been created.

Context
You must bind a permission group to each of your mount points. Each permission group has a
source IP address whitelist used to restrict access to the mount point from ECS instances. You

can change the permission group bound to a mount point as required.
Procedure
1. Log on to the DFS console.
2. On the Distributed File System (DFS) page, click the Permission Groups tab.

3. Click the o icon in the Actions column corresponding to a permission group and choose
ual

Change from the shortcut menu.



4. In the Change Permission Group dialog box, configure Name and Description for the
permission group.

5. Click OK.

16.6.3 Delete permission groups

You can delete permission groups in the DFS console.

Prerequisites
Before deleting a permission group, you need to complete the steps in Quick start, or ensure that

at least one file system and one permission group have been created.

Procedure
1. Log on to the DFS console.
2. On the Distributed File System (DFS) page, click the Permission Groups tab.

3. Click the o< icon in the Actions column corresponding to a permission group and choose

Delete from the shortcut menu.

4. In the Delete Permission Group dialog box, click OK.

16.6.4 Manage permission group rules
You can manage the rules of a permission group in the DFS console, including changing and

deleting.

Prerequisites
Before managing a permission group rule, you need to complete the steps in Quick start, or
ensure that at least one file system and one permission group have been created, and the

permission group has at least one rule.

Context
In DFS, the permission group acts as a whitelist. You can add rules to the permission group to
allow access or grant different levels of access permissions to IP addresses or CIDR blocks.
_____ Warning:
To secure your data, we strongly recommend that you exercise caution when adding permission

group rules and granting permissions to IP addresses.

Procedure

1. Log on to the DFS console.



2. On the Distributed File System (DFS) page, click the Permission Groups tab.

3. Click the |3 icon in the Actions column corresponding to a permission group and choose
o0

Manage Rules from the shortcut menu.

4. On the rule list page, you can change or delete a rule.
To change a rule of the permission group:

a. Click the o icon in the Actions column corresponding to the rule and choose Change from
00

the shortcut menu.

b. In the Change Rule dialog box, you can change Access Type, Authorized IP Address,
and Priority.

c. Click OK.

To delete a rule of the permission group:

a. Click the |o¢: icon in the Actions column corresponding to the rule and choose Delete from
o0

the shortcut menu.

b. In the Delete Rule dialog box, click OK.



17 ApsaraDB for RDS

17.1 What is ApsaraDB for RDS?

Alibaba Cloud ApsaraDB for Relational Database Service (RDS) is a stable, reliable, and auto-

scaling online database service.

Based on Alibaba Cloud's distributed file system and high-performance storage, ApsaraDB for

RDS provides a complete set of solutions for disaster tolerance, backup, recovery, monitoring, and

migration to free you from worries of database operations and maintenance.

ApsaraDB for RDS provides three storage engines: MySQL, PostgreSQL, and PPAS. They help

you conveniently and rapidly create database instances suitable for your scenarios.

ApsaraDB for MySQL

Based on Alibaba Cloud's MySQL source code branch, ApsaraDB for MySQL has proven to have

excellent performance and throughput. It has withstood the massive data traffic and large number

of concurrent users during Double 11. ApsaraDB for MySQL provides basic functions such as

instance management, account management, database management, instance whitelist setting,

backup, recovery, transparent data encryption, and data migration. It also provides the following

advanced functions:

Read-only instance: In scenarios where there are a few write requests but a great number
of read requests, you can enable read/write splitting to distribute read pressure of the primary
instance. To achieve auto scaling of the reading capability and relieve the database pressure,
ApsaraDB for MySQL 5.6 allows you to create read-only instances. You can use read-only
instances to read large amounts of data from the database and increase the application
throughput.

Read/Write splitting: The read/write splitting function provides an extra read/write splitting
address. This address links the primary instance with all its read-only instances to enable an
automatic link for read/write splitting. The application can use this method to read and write
data by connecting to the same read/write splitting address. Write requests are automatically
routed to the primary instance, and read requests are routed to each read-only instance based
on their weight. You can add more read-only instances to scale up the processing capacity of
the system. No application change is required.

CloudDBA database performance optimization: CloudDBA provides the intelligent

diagnostics and optimization features based on the SQL statement performance, CPU



utilization, IOPS, memory usage, disk usage, number of connections, lock information, and
hotspot tables. It can discover the existing or potential health issues of databases to the
maximum extent. CloudDBA performs diagnostics for a single instance. It provides issue details
and solutions to facilitate your instance maintenance.

» Data compression: ApsaraDB for MySQL 5.6 allows you to compress data through the
TokuDB storage engine. Extensive tests show that the data volume is reduced by 80% to
90% after data tables are transferred from the InnoDB storage engine to the TokuDB storage
engine. 2 TB of data can be compressed to 400 GB or less. Aside from data compression, the
TokuDB storage engine supports transaction and online DDL operations and is compatible with

the applications running on the MyISAM and InnoDB storage engines.
ApsaraDB for PostgreSQL

PostgreSQL is the most advanced open source database in the world. PostgreSQL excels for its
full compliance with SQL specifications and robust support for a diverse range of data formats
such as JSON, IP, and geometric data. In addition to excellent support for features such as
transactions, subqueries, Multi-Version Concurrency Control (MVCC), and data integrity check,
ApsaraDB for PostgreSQL integrates a series of important functions including high availability,

backup, and recovery that help ease your operations and maintenance burden.

ApsaraDB for PostgreSQL provides basic functions such as instance management, account
management, database management, whitelist configuration for instances, backup, recovery, and

data migration.
ApsaraDB for PPAS

Postgres Plus Advanced Server (PPAS) is a stable, secure, and scalable enterprise-class
relational database. Based on PostgreSQL, the most advanced open source database in the world
, PPAS brings enhancements in terms of performance, application solutions, and compatibility. It
also provides the capability of directly running Oracle applications. You can run enterprise-class

applications on PPAS stably and obtain cost-effective services.

ApsaraDB for PPAS provides basic functions such as instance management, account
management, database management, whitelist configuration for instances, backup, recovery, and

data migration.



17.2 Limits
17.2.1 Usage limits of ApsaraDB RDS for MySQL

Before you use ApsaraDB RDS for MySQL, you need to understand its limits and take precautions

against them.

To guarantee instance stability and security, ApsaraDB RDS for MySQL has some service limits,

as listed in Table 17-1: Limits on ApsaraDB RDS for MySQL.

Table 17-1: Limits on ApsaraDB RDS for MySQL

Operation Description

Database Database parameters can only be modified from the RDS console or
parameter through APlIs. Due to security and stability considerations, only specific
modification parameters can be modified.

Root permission of | The root and SA permissions are not provided.
databases

Database backup |. | ogical backup can be performed from the command line interface (CLI)
or graphical user interface (GUI).
» Physical backup can only be performed from the RDS console or through

APls.
Database + Logical restoration can be performed from the CLI or GUI.
restoration » Physical restoration can only be performed from the RDS console or
through APIs.
Data import + Logical import can be performed from the CLI or GUI.

» Data can only be immigrated by using the MySQL command-line client.

ApsaraDB RDS for |, only InnoDB and TokuDB are supported. Due to the inherent defects of

MySQL storage the MyISAM engine, data may be lost. Only some stock instances are

engine using MylSAM engine. MylISAM engine tables in newly created instances
will be automatically converted to InnoDB engine tables.

* For safety performance and security considerations, we recommend that
you use the InnoDB storage engine.

*  The Memory engine is not supported. Newly created Memory tables will
be automatically converted into InnoDB tables.

Database ApsaraDB RDS for MySQL provides dual-node clusters based on a primary/
replication secondary replication architecture. The secondary instances in this replicatio
n architecture are hidden and cannot be accessed directly.




Operation

Description

RDS instance
restart

Instances must be restarted through the RDS console or APIs.

Account and
database
management

ApsaraDB RDS for MySQL uses the RDS console to manage accounts and
databases by default. ApsaraDB RDS for MySQL also allows you to create
a superuser account to manage users, passwords, and databases.

Standard account

+ Custom authorization is not supported.
+ The account management and database management interfaces are
provided in the RDS console.

» Instances that support standard accounts also support superuser
accounts.

Superuser account|.  Custom authorization is supported.

+ The account management and database management interfaces are
not provided in the RDS console. The relevant operations can only be
performed through code or DMS.

* The superuser account cannot be reverted back into a standard account.

17.2.2 Usage limits of ApsaraDB RDS for PostgreSQL

Before you use ApsaraDB RDS for PostgreSQL, you need to understand its limits and take

precautions against them.

To guarantee instance stability and security, ApsaraDB RDS for PostgreSQL has some service

limits, as listed in Table 17-2: Limits on ApsaraDB RDS for PostgreSQL.

Table 17-2: Limits on ApsaraDB RDS for PostgreSQL

Operation Description
Database Not supported.
parameter

modification

Root permission
of databases

Superuser permissions are not provided.

Database
backup

Data can only be backed up by using pg_dump.

Data migration

Only PostgreSQL can be used to restore data that was backed up by using
pg_dump.




Operation

Description

Database
replication

* The system automatically builds HA databases based on PostgreSQL
streaming replication without user input.
+ PostgreSQL standby nodes are hidden and cannot be accessed directly.

RDS instance
restart

RDS instances must be restarted from the RDS console or through APIs.

Network settings

For instances that are operating in safe mode, net.ipv4.tcp_timestamps
cannot be enabled in SNAT mode.

17.2.3 Usage limits of ApsaraDB RDS for PPAS

Before you use ApsaraDB RDS for PPAS, you must understand its limits and take precautions

against them.

To guarantee instance stability and security, ApsaraDB RDS for PPAS has some service limits, as

listed in Table 17-3: Limits on ApsaraDB RDS for PPAS.

Table 17-3: Limits on ApsaraDB RDS for PPAS

Operation Description
Database Not supported.
parameter

modification

Root permission
of databases

Superuser permissions are not provided.

Database
backup

Data can only be backed up by using pg_dump.

Data migration

Only PostgreSQL can be used to restore data that was backed up by using
pg_dump.

Database
replication

+ The system automatically builds HA databases based on PPAS streaming
replication without user input.
* PPAS standby nodes are hidden and cannot be accessed directly.

RDS instance
restart

RDS instances must be restarted from the RDS console or through APIs.

Network settings

For instances that are operating in safe mode, net.ipv4.tcp_timestamps
cannot be enabled in SNAT mode.
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17.3 Quick start
17.3.1 Quick start

ApsaraDB for RDS quick start covers the following topics: ApsaraDB for RDS instance creation,
whitelist configuration, database creation, account creation, and instance connection. This topic
uses RDS for MySQL as an example to describe how to use ApsaraDB for RDS. It provides all the

information you need to build an ApsaraDB for RDS database.

Typically, from instance creation until the instance can be used, the following operations have to

be performed, as shown in Figure 17-1: Quick start flow.

Figure 17-1: Quick start flow
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To ensure the security and stability
of the database, add the IP address
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RDS instance to the RDS whitelist.

; Create databas
and account

Create database and account in
the RDS instance first, and then you
can use RDS or migrate data to the
RDS instance.
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Create an instance

An instance is a virtualized database server. You can create and manage multiple databases in
an instance.

Configure a whitelist

After creating an RDS instance, you need to configure its whitelist to allow access from external

devices.

The whitelist provides an RDS instance with high-level security. We recommend that you
maintain the whitelist periodically. Configuring the whitelist does not affect the normal
operations of the RDS instance.

Create a database and an account

Before you use a database, you need to create the database and an account in the RDS
instance. Different engines support different account modes. For more information, see the
console Ul and documentation.

Log on to an instance through DMS or Connect to a MySQL instance from a client

After creating an instance, configuring a whitelist, and creating a database and an account, you
can use Data Management Service (DMS) or a general database client to connect to the RDS

instance.

17.3.2 Log on to the RDS console

This topic describes how to log on to the RDS console.

Prerequisites

Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l| P addr ess or donai n nane

address of the Apsara Stack consol e/manage.

We recommend that you use the Chrome browser.

Procedure

1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of

http:/l P address or domai n nane address of the Apsara Stack consol e/

manage, and then press Enter.

3. Enter the correct username and password.



» The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (Ato Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).
4. Click LOGIN to go to the Dashboard page.

5. In the top navigation bar, choose Console > Database > Relational Database Service.

17.3.3 Create an instance

This topic describes how to create an instance in the RDS console.

Prerequisites
Before you create an RDS instance, you need to apply for an Apsara Stack Management Console
account.
Procedure
1. Log on to the RDS console.
2. On the Relational Database Service (RDS) page, click Create Instance in the upper-right

corner. On the Create Instance page, configure parameters as promoted.

Table 17-4: Instance creation parameters describes the parameter configurations.

Table 17-4: Instance creation parameters

Category Parameter |Description
Basic Department | The department to which the instance belongs.
Configuration Project The project to which the instance belongs.

Region The region where the instance is located.

Zone The zone of the instance. Common RDS instances adopt

the hot standby architecture. A single zone means that the
primary and secondary nodes are in the same zone.

Network Type |[Instance The type of the instance.
Type




Category Parameter |Description

Network The network types supported by RDS instances :

Type + ( assic Network: Cloud services in a classic network
are not isolated. Unauthorized access to a cloud service is
blocked only by the security group or whitelist policy of the
service.

* VPC: Virtual Private Cloud (VPC) helps you build an
isolated network environment in Alibaba Cloud. You can
customize route tables, IP address ranges, and gateways
in a VPC. We recommend that you choose a VPC to
improve security.

You must create a VPC instance in advance. Alternativ
ely, you can change the network type after you create an
instance.

Access Mode |Access The access modes supported by RDS instances, including:

Mode + Standard Mbde: ApsaraDB for RDS uses Server Load
Balancer to eliminate the impact from HA switching of the
database engine on the application layer. This shortens
the response time, but slightly increases the probability of
transient disconnections.

+ Saf e Mode: This mode prevents 90% of transient
disconnections. However, the response time is increased
by 20% or more, and performance is affected.

Specification Instance The name of the RDS instance. It is a string of 2 to 256
Configuration |Name characters including letters, numbers, and underscores (_). It
must start with a letter.

Database Database types vary according to regions. The available

Type database types are displayed on the page.

Database |The version of the database.

Version

CPU/ The specification of the instance, which includes:

Memory

+  Common: for example, 1 core and 1 GB memory.

» Dedicated: The specification is suffixed with "Dedicated."

* Dedicated Host: The specification is suffixed with "
Dedicated Host."

* Financial Version Single Data Center: The specification is
suffixed with "Financial Version Single Data Center."




Category Parameter |Description

Memory size determines the maximum number of connection
s and IOPS. The actual values are displayed on the console

interface.
Storage The storage size of the instance, which includes data, system
Size files, binlog files, and transaction files.
Quantity Instances | The number of RDS instances that can be created

simultaneously. The maximum number is 20.

3. Click Create.

17.3.4 Initiate the configuration
17.3.4.1 RDS for MySQL
17.3.4.1.1 Configure a whitelist

To guarantee database security and reliability, you need to modify the whitelist of the RDS
instance before you enable the instance. You need to add the IP addresses or IP address

segments used for database access to the whitelist of the RDS instance.
Context

The system creates a default whitelist group for each instance. This whitelist group can be

modified or cleared, but cannot be deleted. For each newly created RDS instance, IP address

0.0.0.0/0 is added to the default whitelist group by default. 0.0.0.0/0 allows all IP addresses to

access the instance, which greatly reduces database security. Delete 0.0.0.0/0 from the whitelist.
Procedure

1. Log on to the RDS console.

2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Security Control >

Configure Whitelist.

4. You can use two methods to add an IP address or IP address segment.
* Add an IP address or IP address segment directly to the default whitelist group.

a) Click the | 'icon corresponding to the default whitelist group, and add an IP address or

?ﬁ-
IP address segment.

b) Click OK.



+ Add a whitelist group and add an IP address or IP address segment to the group.

a) Click Create Whitelist Group. In the dialog box that appears, enter a group name and an

IP address or IP address segment.

b) Click OK.

Table 17-5: Whitelist configuration parameters describes the parameter configurations.

Table 17-5: Whitelist configuration parameters

Parameter

Description

Group Name

The name of the new whitelist group. The naming rules are as follows:

It must start with a lowercase letter and end with a lowercase letter
or number.

It can contain lowercase letters, numbers, and underscores (_).

It can be 2 to 32 characters in length.

You cannot modify the name of a created whitelist group.

IP Addresses

The IP addresses or IP address segments allowed to access the RDS
instance.

Note:

If you enter an IP address segment, such as 10.10.10.0/24, any IP
address in the format of 10.10.10.X can access the RDS instance

If multiple IP addresses are entered, use commas (,) to separate
the addresses and do not add spaces between the addresses and
commas, such as 192.168.0.1,172.16.213.9.

127.0.0.1 indicates that no IP address is allowed to access the
RDS instance.

0.0.0.0/0 indicates that all IP addresses are allowed to access the
RDS instance.




Figure 17-2: Create a whitelist group

Group Name

IP Addresses

What's next
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length and can contain lowercase letters, numbers
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Enter whitelisted IP addresses. Separate multiple IP
ddresses with commas

Cancel

Correct use of the whitelist can improve access security for your RDS instance. We recommend

that you maintain the whitelist periodically. After you configure the whitelist, you can perform the

following operations:

* Click the ' # 'icon to modify the whitelist group.

+ Clickthe | 5 'icon to clear the default whitelist group or delete a custom whitelist group.
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17.3.4.1.2 Create a premier account

ApsaraDB for RDS supports two account management modes: classic and premier. For MySQL
5.6 instances, you can create a premier account to upgrade the account management mode from

classic to premier.
Context

Compared with the classic mode, the premier mode enables more permissions. In premier mode
, you can use SQL to directly manage databases and accounts. Therefore, we recommend that
you use the premier mode. After a premier account is created for a primary instance, the premier

account is synchronized to read-only instances.

Figure 17-3: Comparison between account management modes shows the differences in creating

and managing databases and accounts between the two modes.

Figure 17-3: Comparison between account management modes
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+ On a MySQL 5.6 instance, the account management mode can be upgraded only from classic
to premier, but cannot be downgraded from premier to classic.

* When a premier account is created, the instance restarts once, which causes a transient
disconnection of less than 30 seconds. Choose an appropriate time and make sure that your
application can be automatically reconnected when you create a premier account to avoid
service impacts from transient disconnections.

+ The following changes occur after an instance switches to the premier account mode:

— You cannot use the RDS console or APIs to manage databases and standard accounts.
Instead, you must use SQL commands or Data Management Service (DMS). Create
Account is not displayed on the Accounts page.

— In MySQL 5.6, you cannot directly access the mysql.user or mysql.db tables. However,
you can view the existing account and permissions through mysql.user_view and mysql.
db_view.

— You cannot use the premier account to change the passwords of standard accounts. To
change the password of a standard account, you must delete the account and create a new
one.

— You can use the RDS console or APIs to reset the password and permissions of a premier

account. The resetting operation does not affect the other accounts that have been created

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Accounts.

4. On the Accounts page, click Create Account. On the Create Account page that appears,

configure parameters as prompted.

Table 17-6: Premier account creation parameters describes the parameter configurations.

Table 17-6: Premier account creation parameters

Parameter Description

Database Account The name of the account. The naming rules are as follows:

« |t must start with a lowercase letter and end with a lowercase
letter or number.




Parameter

Description

* It can contain lowercase letters, numbers, and underscores (_).
» It can be 2 to 16 characters in length.

+ Reserved keywords cannot be used. For more information
about the reserved keywords, see the relevant document in the
official website of the corresponding engine.

Account Type

The type of the account. The following two types are available:

+ User
* System Adni ni st rat or: This option should be selected.

Password

The password for this account. The requirements are as follows:

« |t must start with a lowercase letter and end with a lowercase
letter or number.

» It can contain lowercase letters, numbers, and underscores ().
* It can be 6 to 32 characters in length.

Confirm Password

The same as the password. The requirements are as follows:

« |t must start with a lowercase letter and end with a lowercase
letter or number.

* It can contain lowercase letters, numbers, and underscores (_).
» It can be 6 to 32 characters in length.

Description

The description of the account. The requirements are as follows:

* It must start with a letter or number.
* It can contain letters, numbers, underscores (_), and hyphens
().

* It can be 2 to 256 characters in length.

Figure 17-4: Create an account

*Database Account

The name must stan with a letter and contain lowercase letlers, numbers, and uncerscores (_)

Account Type User @ System Administrator
* Password This value must start with a number or letter. It can be 6 to 32 characters in length
* Confirm Password This value must start with a number or lgtter. It can be 6 1o 32 characlers in length
Description The name can be racters in length and can contain letters, numbers, Chinese characters
underscores (_), anc 2S (-). It must start with a letters, number, or Chinese character

5. Click OK.




17.3.4.1.3 Create a standard account

After you create an RDS instance and configure the whitelist, you need to create a database and

an account in the instance. This topic describes how to create a standard account.

Context

Before you migrate data from the on-premises database to ApsaraDB for RDS, you must create

a database and an account for the database. Ensure that the database has the same properties

as the on-premises database, and the account of the database has the same permissions as the

account of the on-premises database. Databases under the same instance share all resources

of this instance. You can create up to 500 databases and 500 accounts under each instance in

MySQL 5.6.

When assigning database account permissions, follow the least privilege principle. Create

accounts by service roles and assign proper read-only and read/write permissions to the accounts

. When necessary, you may split database accounts and databases into smaller units so that each

database account can only access data for their own services.

Note:

For database security, set strong passwords for the accounts and change the passwords

periodically.

Procedure

1. Log on to the RDS console.

2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Accounts.

4. On the Accounts page, click Create Account. On the Create Account page, configure

parameters as prompted.

Table 17-7: Standard account creation parameters describes the parameter configurations.

Table 17-7: Standard account creation parameters

Parameter

Description

Database Account

The name of an account. The naming rules are as follows:

* |t must start with a lowercase letter and end with a lowercase letter
or number.

+ It can contain lowercase letters, numbers, and underscores (_).




Parameter

Description

It can be 2 to 16 characters in length.
Reserved keywords cannot be used. For more information about
the reserved keywords, see the relevant document in the official
website of the corresponding engine.

Account Type

The type of an account. The following types are available:

User . This option is selected here.
System Admi ni strator.

Password

The password for this account. The rules are as follows:

It must start with a lowercase letter and end with a lowercase letter
or number.

It can contain lowercase letters, numbers, and underscores (_).

It can be 6 to 32 characters in length.

Confirm Password

The same as the password. The rules are as follows:

It must start with a lowercase letter and end with a lowercase letter
or number.

It can contain lowercase letters, numbers, and underscores (_).

It can be 6 to 32 characters in length.

Description

The description for this account. The rules are as follows:

It must start with a letter or number.
It can contain letters, numbers, underscores (_), and hyphens (-).
It can be 2 to 256 characters in length.

Figure 17-5: Create an account
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17.3.4.1.4 Create a database

After you create an RDS instance and configure the whitelist, you need to create a database and

an account in the instance.
Context

Before you migrate data from the on-premises database to ApsaraDB for RDS, you must create
a database and an account for the database. Ensure that the database has the same properties
as the on-premises database, and the account of the database has the same permissions as the
account of the on-premises database. Follow the least privilege principle to assign permissions
to the database account. Use service roles to create accounts and assign proper read-only and
read/write permissions to the roles. When necessary, you may define database accounts and
databases in a fine-grained manner so that each database account can only access data for their

own services.
Procedure
1. Log on to the RDS console.
2. In the left-side navigation pane, choose Database Management > Databases.

3. On the Databases page, click Create Database. On the Create Database page, configure

parameters as prompted.

Table 17-8: Database creation parameters describes the parameter configurations.

Table 17-8: Database creation parameters

Parameter Description

Database (DB) Name The database name. The naming rules are as follows:

* It must start with a lowercase letter and end with a
lowercase letter or number.

* It can contain lowercase letters, numbers, underscores (_
), and hyphens (-).

* It can be 2 to 64 characters in length.

+ Reserved keywords cannot be used. For more information
about the reserved keywords, see the relevant document
in the official website of the corresponding engine.

Supported Character Set The character sets supported by the database, including:
« UTF-8

+ gbk

« latinl




Parameter Description

e« utf8nb4

User Authorizations + Select an account that is authorized to use the database.
This parameter can be empty if no account is created.

+ The permissions on the database can be granted only to
standard accounts.

+ The premier account is authorized to use the database by
default.

Description The description of the database. The rules are as follows:

* It must start with a lowercase letter.
+ It can contain lowercase letters, numbers, underscores (_
), and hyphens (-).

* It can be 2 to 256 characters in length.

Figure 17-6: Create a database
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17.3.4.2 RDS for PostgreSQL
17.3.4.2.1 Configure a whitelist

To guarantee database security and reliability, you need to modify the whitelist of the RDS
instance before you enable the instance. You need to add the IP addresses or IP address

segments used for database access to the whitelist of the RDS instance.
Context

The system creates a default whitelist group for each instance. This whitelist group can be

modified or cleared, but cannot be deleted. For each newly created RDS instance, IP address

0.0.0.0/0 is added to the default whitelist group by default. 0.0.0.0/0 allows all IP addresses to

access the instance, which greatly reduces database security. Delete 0.0.0.0/0 from the whitelist.
Procedure

1. Log on to the RDS console.

2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Security Control >

Configure Whitelist.

4. You can use two methods to add an IP address or IP address segment.
* Add an IP address or IP address segment directly to the default whitelist group.
a) Click the ' P Ticon corresponding to the default whitelist group, and add an IP address or
IP address segment.
b) Click OK.
+ Add a whitelist group and add an IP address or IP address segment to the group.

a) Click Create Whitelist Group. In the dialog box that appears, enter a group name and an

IP address or IP address segment.
b) Click OK.

Table 17-9: Whitelist configuration parameters describes the parameter configurations.

Table 17-9: Whitelist configuration parameters

Parameter Description

Group Name The name of the new whitelist group. The naming rules are as follows:




Parameter Description

« It must start with a lowercase letter and end with a lowercase letter
or number.

* It can contain lowercase letters, numbers, and underscores (_).
+ It can be 2 to 32 characters in length.

You cannot modify the name of a created whitelist group.

IP Addresses The IP addresses or IP address segments allowed to access the RDS
instance.

Note:

* If you enter an IP address segment, such as 10.10.10.0/24, any IP
address in the format of 10.10.10.X can access the RDS instance

* If multiple IP addresses are entered, use commas (,) to separate
the addresses and do not add spaces between the addresses and
commas, such as 192.168.0.1,172.16.213.9.

+ 127.0.0.1 indicates that no IP address is allowed to access the
RDS instance.

* 0.0.0.0/0 indicates that all IP addresses are allowed to access the
RDS instance.




Figure 17-7: Create a whitelist group
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Correct use of the whitelist can improve access security for your RDS instance. We recommend

that you maintain the whitelist periodically. After you configure the whitelist, you can perform the

following operations:

* Click the ' # 'icon to modify the whitelist group.

+ Clickthe | 5 'icon to clear the default whitelist group or delete a custom whitelist group.



17.3.4.2.2 Create a database and an account

After you create an RDS instance and configure the whitelist, you need to create a database and

an account in the instance. This topic describes how to create a database and an account.
Context

Before you migrate data from the on-premises database to ApsaraDB for RDS, you must create
a database and an account for the database. Ensure that the database has the same properties
as the on-premises database, and the account of the database has the same permissions as

the account of the on-premises database. When assigning database account permissions, follow
the least privilege principle. Create accounts by service roles and assign proper read-only and
read/write permissions to the accounts. When necessary, you may define database accounts and
databases in a fine-grained manner so that each database account can only access data for their

own services.

Note:
For database security, set strong passwords for the accounts and change the passwords
periodically.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Accounts.

4. On the Accounts page, click Create Account. On the Create Account page that appears,

configure parameters as prompted.

Table 17-10: Account creation parameters describes the parameter configurations.

Table 17-10: Account creation parameters

Parameter Description

Database Account The name of an account. The naming rules are as follows:

¢ |t must start with a lowercase letter and end with a lowercase
letter or number.

» It can contain lowercase letters, numbers, and underscores (_).

» It can be 2 to 16 characters in length.




Parameter

Description

* Reserved keywords cannot be used. For more information
about the reserved keywords, see the relevant document in the
official website of the corresponding engine.

Password

The password for this account. The rules are as follows:

* |t must start with a lowercase letter and end with a lowercase
letter or number.

» It can contain lowercase letters, numbers, and underscores (_).
* It can be 6 to 32 characters in length.

Confirm Password

The same as the password. The rules are as follows:

« |t must start with a lowercase letter and end with a lowercase
letter or number.

* It can contain lowercase letters, numbers, and underscores ().
* It can be 6 to 32 characters in length.

Description

The description of the account. The rules are as follows:

* It must start with a letter or number.
* It can contain letters, numbers, underscores (_), and hyphens
(-)-

* It can be 2 to 256 characters in length.

Figure 17-8: Create an account
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6. Connect to your RDS instance from the client. For more information, see Connect to a

PostgreSQL instance from a client.

7. Run the following command to create a database:

CREATE DATABASE" dat abasename"

databasename is the name of the database to be created, such as CREATE DATABASE "

mydat abase" .




17.3.4.3 RDS for PPAS

17.3.4.3.1 Configure a whitelist

To guarantee database security and reliability, you need to modify the whitelist of the RDS
instance before you enable the instance. You need to add the IP addresses or IP address

segments used for database access to the whitelist of the RDS instance.
Context

The system creates a default whitelist group for each instance. This whitelist group can be

modified or cleared, but cannot be deleted. For each newly created RDS instance, IP address

0.0.0.0/0 is added to the default whitelist group by default. 0.0.0.0/0 allows all IP addresses to

access the instance, which greatly reduces database security. Delete 0.0.0.0/0 from the whitelist.
Procedure

1. Log on to the RDS console.

2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Security Control >

Configure Whitelist.

4. You can use two methods to add an IP address or IP address segment.
* Add an IP address or IP address segment directly to the default whitelist group.

a) Click the | licon corresponding to the default whitelist group, and add an IP address or

?1-
IP address segment.
b) Click OK.

» Add a whitelist group and add an IP address or IP address segment to the group.

a) Click Create Whitelist Group. In the dialog box that appears, enter a group name and an

IP address or IP address segment.
b) Click OK.

Table 17-11: Whitelist configuration parameters describes the parameter configurations.

Table 17-11: Whitelist configuration parameters

Parameter Description

Group Name The name of the new whitelist group. The naming rules are as follows:




Parameter Description

« It must start with a lowercase letter and end with a lowercase letter
or number.

* It can contain lowercase letters, numbers, and underscores (_).
+ It can be 2 to 32 characters in length.

You cannot modify the name of a created whitelist group.

IP Addresses The IP addresses or IP address segments allowed to access the RDS
instance.

Note:

* If you enter an IP address segment, such as 10.10.10.0/24, any IP
address in the format of 10.10.10.X can access the RDS instance

* If multiple IP addresses are entered, use commas (,) to separate
the addresses and do not add spaces between the addresses and
commas, such as 192.168.0.1,172.16.213.9.

+ 127.0.0.1 indicates that no IP address is allowed to access the
RDS instance.

* 0.0.0.0/0 indicates that all IP addresses are allowed to access the
RDS instance.




Figure 17-9: Create a whitelist group
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Correct use of the whitelist can improve access security for your RDS instance. We recommend

that you maintain the whitelist periodically. After you configure the whitelist, you can perform the

following operations:
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+ Clickthe | 5 'icon to clear the default whitelist group or delete a custom whitelist group.



17.3.4.3.2 Create a database and an account

After you create an RDS instance and configure the whitelist, you need to create a database and

an account in the instance. This topic describes how to create a database and an account.
Context

Before you migrate data from the on-premises database to ApsaraDB for RDS, you must create
a database and an account for the database. Ensure that the database has the same properties
as the on-premises database, and the account of the database has the same permissions as

the account of the on-premises database. When assigning database account permissions, follow
the least privilege principle. Create accounts by service roles and assign proper read-only and
read/write permissions to the accounts. When necessary, you may define database accounts and
databases in a fine-grained manner so that each database account can only access data for their

own services.

Note:
For database security, set strong passwords for the accounts and change the passwords
periodically.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Accounts.

4. On the Accounts page, click Create Account. On the Create Account page that appears,

configure parameters as prompted.

Table 17-12: Account creation parameters describes the parameter configurations.

Table 17-12: Account creation parameters

Parameter Description

Database Account The name of an account. The naming rules are as follows:

¢ |t must start with a lowercase letter and end with a lowercase
letter or number.

» It can contain lowercase letters, numbers, and underscores (_).

» It can be 2 to 16 characters in length.




Parameter

Description

* Reserved keywords cannot be used. For more information
about the reserved keywords, see the relevant document in the
official website of the corresponding engine.

Password

The password for this account. The rules are as follows:

* |t must start with a lowercase letter and end with a lowercase
letter or number.

» It can contain lowercase letters, numbers, and underscores (_).
* It can be 6 to 32 characters in length.

Confirm Password

The same as the password. The rules are as follows:

« |t must start with a lowercase letter and end with a lowercase
letter or number.

* It can contain lowercase letters, numbers, and underscores ().
* It can be 6 to 32 characters in length.

Description

The description of the account. The rules are as follows:

* It must start with a letter or number.
* It can contain letters, numbers, underscores (_), and hyphens
(-)-

* It can be 2 to 256 characters in length.

Figure 17-10: Create an account
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6. Connect to your RDS instance from the client. For more information, see Connect to a

PostgreSQL instance from a client.

7. Run the following command to create a database:

CREATE DATABASE" dat abasename"

databasename is the name of the database to be created, such as CREATE DATABASE "

mydat abase" .




17.3.5 Connect to an instance

17.3.5.1 Log on to an instance through DMS

This topic describes how to connect to an RDS instance through Data Management Service

(DMS).
Context

On the RDS console, you can connect to an RDS instance through DMS. DMS offers an
integrated solution for data management, structure management, access security, Bl charts, data
trends, data tracking, performance and optimization, and server management. It can manage
relational databases (such as MySQL and PostgreSQL) and OLAP databases.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.
3. On the Basic Information page, click Log On to DMS. On the logon page of the DMS

console, enter the correct logon information as prompted.

Table 17-13: DMS logon parameters describes the logon information.

Table 17-13: DMS logon parameters

Parameter Description

Network Address | The internal network |IP address and port number used to connect to the
: Port instance, such as rm-test00000k012.mysql.aliyun-inc.com:3306. You can
view the IP address and port number as follows:

a. Log on to the RDS console.

b. Click the ID of the instance.

c. In Internal Network Connection Information of the Basic
Information page, view the internal network IP address and port
number of the instance.

Username The account used to connect to the RDS instance (the account you
created in the instance). For more information about how to create an
account in the MySQL instance, see Create a standard account or Create
a premier account.

Password The password for the account used to connect to the RDS instance (the
password you specified for the account created in the instance).

Database Type | The type of the database to be connected.
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17.3.5.2 Connect to a MySQL instance from a client
This topic describes how to connect to an RDS for MySQL instance from the MySQL-Front client.

Prerequisites

* You have installed the MySQL-Front client.
* Your client is deployed in the same VPC as the RDS instance.
* You have added the IP address used to access the RDS instance to the RDS whitelist. For

more information about how to configure the whitelist, see Configure a whitelist.
Context

RDS for MySQL is fully compatible with the native database service. You can connect to RDS in

the same way you connect to an on-premises MySQL server. This topic describes how to connect



to an RDS for MySQL instance through the MySQL-Front client. You can refer to this topic as an

example when you connect through other clients.

Procedure

1. Start the MySQL-Front client on your PC.

2. In the Open Connection window, click New. Configure parameters as prompted in the Create

Account dialog box that appears.

Table 17-14: MySQL-Front logon parameters describes the parameter configurations.

Table 17-14: MySQL-Front logon parameters

Parameter

Description

Name

The name of the database connection task. If this parameter is left blank,
the system assumes it is the same as the Host filed by default.

Host

The internal network IP address used to connect to the RDS instance. You
can view the IP address and port number as follows:

a. Log on to the RDS console.

b. Click the ID of the instance.

c. In Internal Network Connection Information of the Basic
Information page, view the internal network IP address and port
number of the instance.

Port

The port of the internal network used to connect to the RDS instance.

User

The account used to connect to the RDS instance (the account you
created in the instance).

Password

The password for the account used to connect to the RDS instance (the
password you specified for the account created in the instance).
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Figure 17-12: Create a connection

Last Login

Delete | | Properties... |

| Cpen | ’ Close ]

Figure 17-13: Enter connection information

Drescription

Mame:

Connection

Host: |

Port 3306 =]

Connection Type: | Built-in -

Login Information

User: root

Password:

Database:

3. Click OK.

350

Issue: 20190528



4. In the Open Connection window, select the created connection and click Open, as shown in

Figure 17-14: Connect to an instance.

@ Note:

If the connection information is correct, you can connect to the RDS instance successfully.

Figure 17-14: Connect to an instance
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17.3.5.3 Connect to a PostgreSQL instance from a client

This topic describes how to connect to an RDS for PostgreSQL instance from a pgAdmind 4 client.
Prerequisites

* You have installed the pgAdmind 4 client.
* Your client is deployed in the same VPC as the RDS instance.
* You have added the IP address used to access the RDS instance to the RDS whitelist. For
more information about how to configure the whitelist, see Configure a whitelist.
Procedure
1. Open the pgAdmind 4 client on your PC.

2. Right-click Servers and choose Create > Server from the shortcut menu.
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Figure 17-15: Create a server
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3. On the Create - Server page, click the General tab and configure parameters as prompted.
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4. Click the Connection tab and configure parameters as prompted.

Figure 17-17: Configure instance connection information
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Table 17-15: pgAdmind 4 logon parameters describes the parameter configurations.

Table 17-15: pgAdmind 4 logon parameters

Parameter Description
Host Name/ The internal network IP address used to connect to the RDS instance. You
Address can view the IP address and port number as follows:

a. Log on to the RDS console.
b. Click the ID of the instance.




Parameter Description

c. In Internal Network Connection Information of the Basic
Information page, view the internal network IP address and port
number of the instance.

Port The port of the internal network used to connect to the RDS instance.

Username The account used to connect to the RDS instance (the account you
created in the instance).

Password The password for the account used to connect to the RDS instance (the
password you specified for the account created in the instance).

5. Click Save.

6. If the connection information is correct, choose Servers > Server Name > Database >

postgres.

17.3.5.4 Connect to a PPAS instance from a client

This topic describes how to connect to an RDS for PPAS instance from a pgAdmind 4 client.
Prerequisites

* You have installed the pgAdmind 4 client.
* Your client is deployed in the same VPC as the RDS instance.
* You have added the IP address used to access the RDS instance to the RDS whitelist. For
more information about how to configure the whitelist, see Configure a whitelist.
Procedure
1. Open the pgAdmind 4 client on your PC.

2. Right-click Servers and choose Create > Server from the shortcut menu.

Figure 17-18: Create a server

i Browser @f Properties [B SQL | Stafistics  {) Dependencies 49 Dependents

+ = Servers
Refresh... Server... No dependency information
Properties...

3. On the Create - Server page, click the General tab and configure parameters as prompted.
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+ Name: specifies the name of the server to be created. Select an appropriate name to ease

future searches.

+ Comments: specifies remarks of the server to be created.

Figure 17-19: Enter a server name
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Figure 17-20: Configure instance connection information
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Table 17-16: pgAdmind 4 logon parameters describes the parameter configurations.

Table 17-16: pgAdmind 4 logon parameters

Parameter Description
Host Name/ The internal network IP address used to connect to the RDS instance. You
Address can view the IP address and port number as follows:

a. Log on to the RDS console.
b. Click the ID of the instance.




Parameter Description

c. In Internal Network Connection Information of the Basic
Information page, view the internal network IP address and port
number of the instance.

Port The port of the internal network used to connect to the RDS instance.

Username The account used to connect to the RDS instance (the account you
created in the instance).

Password The password for the account used to connect to the RDS instance (the
password you specified for the account created in the instance).

5. Click Save.

6. If the connection information is correct, choose Servers > Server Name > Database >

postgres.

17.4 Instances

17.4.1 Create an instance

This topic describes how to create an instance in the RDS console.

Prerequisites
Before you create an RDS instance, you need to apply for an Apsara Stack Management Console
account.
Procedure
1. Log on to the RDS console.
2. On the Relational Database Service (RDS) page, click Create Instance in the upper-right

corner. On the Create Instance page, configure parameters as promoted.

Table 17-17: Instance creation parameters describes the parameter configurations.

Table 17-17: Instance creation parameters

Category Parameter |[Description

Basic Department | The department to which the instance belongs.

Configuration Project The project to which the instance belongs.

Region The region where the instance is located.




Category Parameter |Description

Zone The zone of the instance. Common RDS instances adopt

the hot standby architecture. A single zone means that the

primary and secondary nodes are in the same zone.
Network Type |[Instance The type of the instance.

Type

Network The network types supported by RDS instances :

Type + ( assic Network: Cloud services in a classic network
are not isolated. Unauthorized access to a cloud service is
blocked only by the security group or whitelist policy of the
service.

* VPC: Virtual Private Cloud (VPC) helps you build an
isolated network environment in Alibaba Cloud. You can
customize route tables, IP address ranges, and gateways
in a VPC. We recommend that you choose a VPC to
improve security.

You must create a VPC instance in advance. Alternativ
ely, you can change the network type after you create an
instance.

Access Mode |Access The access modes supported by RDS instances, including:

Mode « Standard Mde: ApsaraDB for RDS uses Server Load
Balancer to eliminate the impact from HA switching of the
database engine on the application layer. This shortens
the response time, but slightly increases the probability of
transient disconnections.

+ Saf e Mode: This mode prevents 90% of transient
disconnections. However, the response time is increased
by 20% or more, and performance is affected.

Specification Instance The name of the RDS instance. It is a string of 2 to 256
Configuration [Name characters including letters, numbers, and underscores (). It
must start with a letter.

Database Database types vary according to regions. The available

Type database types are displayed on the page.

Database | The version of the database.

Version

CPU/ The specification of the instance, which includes:

Memory

«  Common: for example, 1 core and 1 GB memory.




Category Parameter |Description

+ Dedicated: The specification is suffixed with "Dedicated."

+ Dedicated Host: The specification is suffixed with "
Dedicated Host."

« Financial Version Single Data Center: The specification is
suffixed with "Financial Version Single Data Center."

Memory size determines the maximum number of connection
s and IOPS. The actual values are displayed on the console

interface.
Storage The storage size of the instance, which includes data, system
Size files, binlog files, and transaction files.
Quantity Instances | The number of RDS instances that can be created

simultaneously. The maximum number is 20.

3. Click Create.

17.4.2 View details

You can view the details of an instance, such as the basic information, internal network connection
information, running status, and configurations. This topic describes how to view the details of an

instance.

Procedure
1. Log on to the RDS console.

2. You can use either of the following ways to go to the instance details page:

» Click the ID of the instance to go to the Basic Information page.
» In the Actions column corresponding to the instance, click the 2 icon and select View

Details. The Basic Information page for the instance is displayed.

17.4.3 Restart an instance
You can manually restart an instance when the number of connections exceeds the threshold or

any performance issue occurs on the instance.

Context

Note:
Restarting an instance will cause service interruptions. Perform this operation only when

necessary and make sure that the restart does not affect other services.



Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. On the Basic Information page, click the ¢4 icon and select Restart Instance in the

Actions column corresponding to the instance. In the Restart Instance dialog box that

appears, click OK to restart the instance.

17.4.4 Modify configurations
You can modify the configurations of your instance, such as memory and storage space, if
the instance configurations are too high, too low, or the instance is unable to meet application

requirements.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.
3. On the Basic Information page, click Change Configuration.

4. On the Change Configuration page, select the Specifications and Storage Size (GB) for the

instance.

5. Click OK.

17.4.5 Release an instance

You can manually release an instance when necessary.

Context

Note:

* You can only manually release instances in the running status.
+ If read/write splitting is enabled for the primary instance, you must Disable read/write splitting
first.
Procedure
1. Log on to the RDS console.

2. In the Actions column corresponding to the instance, click the [2¢ icon and select Delete

Instance.



3.

In the Delete Instance dialog box that appears, click OK.

17.4.6 Configure parameters

ApsaraDB for RDS allows you to define some instance parameters. For more information about

the parameters that can be modified, see Parameter Settings in the RDS console.

Context

ApsaraDB for RDS is fully compatible with the native database service. The parameter configurat

ion methods for both services are similar. This example uses the RDS console to modify the

parameters. You can also use APls to execute commands to modify the parameters.

Note:

RDS for PostgreSQL and RDS for PPAS instances do not currently support custom
parameters.

Configure parameters on the Parameter Settings page based on the specified Parameter
Range.

Modifying some parameters requires you to restart the instance. Go to the Parameter
Settings page and check Requires Restart to determine whether a restart is required. Before

you restart the instance, make sure that the instance restart does not affect other services.

Procedure

1.

2,

Log on to the RDS console.
Click the ID of the instance.

In the left-side navigation pane of the Basic Information page, choose Performance

Optimization > Parameter Settings.

On the Parameter Settings page, click the 2g icon and select Edit in the Actions column. On
the Change Parameters page, configure parameters as prompted.

For more information about parameter setting rules, see Modifiable MySQL instance
parameters.

Click OK.



17.4.7 Change ownership

You can change the ownership (department and project) of an instance based on your service

requirements.
Procedure
1. Log on to the RDS console.
2. In the Actions column corresponding to the instance, click the ¢ icon and select Change

Ownership. In the Change Ownership dialog box that appears, configure parameters as

prompted.

Table 17-18: Ownership changing parameters describes the parameter configurations.

Table 17-18: Ownership changing parameters

Parameter Description

Instance Name The name of the instance to which the ownership is to be
transferred. The instance name is specified by the system and is
unmodifiable. For more information about modifying an instance
name, see Modify an instance name.

Department The department to which the instance belongs. Select a
department.
Project The project to which the instance belongs. Select a department.
3. Click OK.

17.4.8 Modify an instance name

You can modify instance names to assist in management.

Context
In the instance list, the | nst ance | D/ Nanme column shows instance IDs in the upper part and
instance names in the lower part, as shown in Figure 17-21: Instance ID/Name. You can modify

instance names but cannot modify instance IDs.

Figure 17-21: Instance ID/Name

Instance ID/Name = Department Project Reaqion Instance Type Database Type =
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Procedure
1. Log on to the RDS console.

2. In the Actions column corresponding to the instance, click the £ icon and select Change

Instance Name. In the Change Instance Name dialog box that appears, modify the instance

name as prompted.

Note:

* The instance name must begin with a letter.
* The instance name can contain letters, underscores (_), and numbers.

* The instance name can be 2 to 64 characters in length.

3. Click OK.

17.4.9 Typical parameter configuration

17.4.9.1 Modifiable MySQL instance parameters

This topic describes modifiable RDS for MySQL parameters.

Table 17-19: Modifiable MySQL instance parameters lists the modifiable MySQL instance
parameters. For more information about the parameters, see the MySQL official documentation at

https://dev.mysql.com/doc/.

Table 17-19: Modifiable MySQL instance parameters

Parameter Default Running Restart | Parameter range |Parameter
value parameter (required description
value
auto_incre 1 1 No [1-65535] auto_incre
ment_incre ment_increment
ment and auto_incre

ment_offset are
intended for use
with master-to-
master replication,
and can be used to
control the operation
of AUTO_INCRE
MENT columns

. Both variables



https://dev.mysql.com/doc/
https://dev.mysql.com/doc/

Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

have global and
session values, and
each can assume
an integer value
between 1 and
65,535 inclusive.
Setting the value

of either of these
two variables to 0
causes its value to
be set to 1 instead
. Attempting to

set the value of
either of these two
variables to an
integer greater than
65,535 or less than
0 causes its value
to be set to 65,535
instead. Attempting
to set the value

of auto_incre
ment_increment

or auto_incre
ment_offset to a
noninteger value
produces an error

, and the actual
value of the variable
remains unchanged

auto_incre
ment_offset

No

[1-65535]

determines the
starting point for

the AUTO_INCRE
MENT column value

back_log

3000

3000

Yes

[0-65535]

The number of
outstanding
connection requests




Parameter Default Running Restart | Parameter range |Parameter
value parameter (required description
value
that MySQL can
have.
binlog_cac 2097152 128 KB No [4096-16777216] | The size of the
he_size cache to hold
changes to the
binary log during a
transaction.
binlog_che CRC32 CRC32 Yes [CRC32|NONE] The master to write
cksum a checksum for
each eventin the
binary log.
Set Full Full No [fulljminimal] Binlog save every
binlog_row column or actually
_image required column in
binlog images.
binlog_stm 32768 32768 No [4096-16777216] [ The size of the
t_cache_size statement cache
for updates to
non-transactional
engines for the
binary log.
character_ utf8 utf8 Yes [utf8|latin1|gbk| The server's default
set_server utf8mb4] character set.
concurrent 1 1 No [0]1]12] NEVER-Disables
_insert concurrent inserts

; AUTO-(Default)
Enables concurrent
insert for MyISAM
tables that do

not have holes;
ALWAYS-Enables
concurrent inserts
for all MyISAM
tables, even those
that have holes.
For a table with a
hole, new rows are




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

inserted at the end
of the table if it is
in use by another
thread. Otherwise,
MySQL acquires a
normal write lock
and inserts the row
into the hole.

connect_ti
meout

10

10

No

[1-3600]

The number of
seconds that the
mysqld server waits
for a connect packet
before responding
with Bad handshake
. The default value
is 10 seconds as of
MySQL 5.1.23 and
5 seconds before
that. Increasing the
connect_timeout
value might help if
clients frequently
encounter errors

of the form Lost
connection to
MySQL server at'
XXX', system error:
errno.

default_st
orage_engine

InnoDB

TokuDB

Yes

[InnoDB|TokuDB]|
innodb|tokudb]

The default storage
engine for new
tables.

default_ti
me_zone

SYSTEM

SYSTEM

Yes

[SYSTEM|-12:00]-
11:00]-10:00]-9:00
|-8:00]-7:00|-6:00]-
5:00]-4:00|-3:00|-2
:00|-1:00[+0:00]+1

:00[+2:00[+3:00|+4
:00|+5:00+5:30|+6

The default time
zone for the
database.




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

:00|+6:30[+7:00|+8
:00|+9:00|+10:00|+
11:00]+12:00]+13:
00]

default_we
ek_format

No

[0-7]

The default mode
value to use for the
WEEK() function.

delayed_in
sert_limit

100

100

No

[1-4294967295]

After inserting
delayed_insert_limit
delayed rows, the
INSERT DELAYED
handler thread
checks whether
there are any
SELECT statements
pending. If so, it
permits them to
execute before
continuing to insert
delayed rows.

delayed_in
sert_timeout

300

300

No

[1-3600]

How many seconds
an INSERT
DELAYED handler
thread should

wait for INSERT
statements before
terminating.

delayed qu
eue_size

1000

1000

No

[1-4294967295]

This is a per-table
limit on the number
of rows to queue
when handling
INSERT DELAYED
statements. If the
queue becomes
full, any client

that issues an
INSERT DELAYED
statement waits until




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

there is room in the
queue again.

delay_key
write

ON

ON

No

[ON|OFF|ALL]

This option applies
only to MyISAM
tables. It can have
one of the following
values to affect
handling of the
DELAY_KEY_
WRITE table option
that can be used in
CREATE TABLE
statements.

div_precis
ion_increment

No

[0-30]

This variable
indicates the
number of digits

by which to
increase the scale
of the result of
division operations
performed with

the / operator. The
default value is

4. The minimum
and maximum
values are 0 and 30
, respectively. The
following example
illustrates the effect
of increasing the
default value.

eqg_range_i
ndex_dive_
limit

10

10

No

[1-200]

This variable
indicates the
number of equality
ranges in an
equality comparison
condition when the
optimizer should




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

switch from using
index dives to
index statistics

in estimating the
number of qualifying
rows.

explicit_d
efaults_fo
r_timestamp

false

false

Yes

truelfalse

As indicated by the
warning, to turn

off the nonstandar
d behaviors

, enable the
explicit_defaults_fo
r_timestamp system
variable at server
startup.

ft_min_wor
d_len

Yes

[1-3600]

The minimum length
of the word to

be included in a
FULLTEXT index.

ft_ query e
xpansion_limit

20

20

Yes

[0-1000]

The number of top
matches to use for
full-text searches
performed using
WITH QUERY
EXPANSION.

group_conc
at_max_len

1024

1024

No

[4-1844674407
370954752]

The maximum
permitted result
length in bytes for
the GROUP_CONC
AT() function. The
default is 1024, Unit
:Byte.

innodb_ada
ptive_hash
_index

ON

ON

No

[ON|OFF]

It may be desirable
, depending on
your workload, to
dynamically enable
or disable adaptive




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

hash indexing to
improve query
performance.

The size in bytes
of a memory pool
InnoDB uses to
store data dictionary
information and
other internal

data structures.
The more tables
you have in your
application, the
more memory you
allocate here. If
InnoDB runs out of
memory in this pool
, it starts to allocate
memory from the
operating system
and writes warning
messages to the
MySQL error log.
The default value is
8MB.

innodb_add
itional_me
m_pool_size

2097152

2097152

Yes

[2097152-
104857600]

The locking mode to
use for generating
auto-increment
values. The
permissible values
are 0, 1, or 2.

innodb_aut
oinc_lock_
mode

Yes

[01112]

The number of
threads that can
enter InnoDB
concurrently is
determined by
the innodb_thr
ead_concurrency
variable.




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

innodb_con
currency_t
ickets

5000

5000

No

[1-4294967295]

The number of
threads that can
enter InnoDB
concurrently is
determined by
the innodb_thr
ead_concurrency
variable.

innodb_ft

max_token_

size

84

84

Yes

[10-84]

Maximum length

of words that are
stored in an InnoDB
FULLTEXT index.

innodb_ft_
min_token__
size

Yes

[0-16]

Minimum length

of words that are
stored in an InnoDB
FULLTEXT index.

innodb_lar
ge_prefix

OFF

OFF

No

[ON|OFF]

Enable this option
to allow index key
prefixes longer than
767 bytes (up to
3072 bytes), for
InnoDB tables that
use the DYNAMIC
and COMPRESSED
row formats.

innodb_loc
k_wait_tim
eout

50

50

No

[1-1073741824]

The timeout in
seconds an InnoDB
transaction may
wait for a row lock
before giving up.
The default value is
50 seconds. Unit:
Second.

innodb_max

_dirty_pag
es_pct

75

75

No

[50-90]

This is an integer
in the range from 0
to 100. The default
value is 90 for the




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

built-in InnoDB, 75
for InnoDB Plugin

. The main thread

in InnoDB tries to
write pages from the
buffer pool so that
the percentage of
dirty (not yet written
) pages will not
exceed this value.

innodb_old
_blocks_pct

37

37

No

[5-95]

(InnoDB Plugin
only) Specifies

the approximate
percentage of the
InnoDB buffer pool
used for the old
block sublist. The
range of values is 5
to 95. The default
value is 37 (that is,
3/8 of the pool).

innodb_old

_blocks_time

1000

1000

No

[0-1024]

(InnoDB Plugin only
) Specifies how
long in millisecon
ds (ms) a block
inserted into the old
sublist must stay
there after its first
access before it
can be moved to
the new sublist. The
default value is 0

: A block inserted
into the old sublist
moves immediatel
y to the new sublist
the first time it is
accessed, no matter
how soon after




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

insertion the access
occurs. If the value
is greater than 0,
blocks remain in the
old sublist until an
access occurs at
least that many ms
after the first access
. Unit: ms.

innodb_onl
ine_alter_
log_max_size

134217728

134217728

No

[134217728-
2147483647]

Specifies an upper
limit on the size
of the temporary
log files used
during online DDL
operations for
InnoDB tables.

innodb_ope
n_files

3000

3000

Yes

[1-8192]

This variable is
relevant only if

you use multiple
InnoDB tablespace
s. It specifies the
maximum number
of .ibd files that
MySQL can keep
open at one time.
The minimum value
is 10. The default
value is 300.

innodb_pri
nt_all_dea
dlocks

OFF

OFF

No

[OFF|ON]

When this option is
enabled, information
about all deadlocks
in InnoDB user
transactions is
recorded in the
mysqld error log.

innodb_pur
ge_batch_s
ize

300

300

Yes

[1-5000]

The granularity of
changes, expressed
in units of redo




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

log records, that
trigger a purge
operation, flushing
the changed buffer
pool blocks to disk.

innodb_pur
ge_threads

Yes

[1-32]

The number of
background threads
devoted to the
InnoDB purge
operation.

innodb_rea
d_ahead_th
reshold

56

56

No

[0-64]

(InnoDB Plugin
only) Controls the
sensitivity of linear
read-ahead that
InnoDB uses to
prefetch pages into
the buffer pool. If
InnoDB reads at
least innodb_rea
d_ahead_threshold
pages sequentially
from an extent (64
pages), it initiates
an asynchronous
read for the entire
following extent.

innodb_rea
d_io_threads

Yes

[1-64]

(InnoDB Plugin
only) The number
of 1/O threads for
read operations in
InnoDB. The default
value is 4.

innodb_rol
Iback_on_t
imeout

OFF

OFF

Yes

[OFF|ON]

InnoDB rolls

back only the

last statement

on a transaction
timeout by default
. If --innodb_rol




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

Iback _on_timeout
is specified, a
transaction timeout
causes InnoDB

to abort and roll
back the entire
transaction (the
same behavior as in
MySQL 4.1). This
variable was added
in MySQL 5.1.15

innodb_sta
ts_method

nulls_equal

nulls_equal

No

[nulls_equal|
nulls_unequal|
nulls_ignored]

How the server
treats NULL values
when collecting
statistics about the
distribution of index
values for InnoDB
tables. This variable
has three possible
values, nulls_equa
I, nulls_unequal,
and nulls_ignored.
For nulls_equal, all
NULL index values
are considered
equal and form a
single value group
that has a size
equal to the number
of NULL values.
For nulls_unequal

, NULL values are
considered unequal
, and each NULL
forms a distinct
value group of size
1. For nulls_ignored
, NULL values are
ignored.




Parameter Default Running Restart | Parameter range |Parameter
value parameter (required description
value
innodb_sta OFF OFF No [ON|OFF] When this variable
ts_on_meta is enabled (which
data is the default

, as before the
variable was
created), InnoDB
updates statistics
during metadata
statements such
as SHOW TABLE
STATUS or SHOW
INDEX, or when
accessing the
INFORMATIO
N_SCHEMA
tables TABLES

or STATISTICS

. (These updates
are similar to

what happens

for ANALYZE
TABLE.) When
disabled, InnoDB
does not update
statistics during
these operations

. Disabling this
variable can
improve access
speed for schemas
that have a large
number of tables
or indexes. It can
also improve the
stability of execution
plans for queries
that involve InnoDB
tables.




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

innodb_sta

ts_sample_

pages

8

No

[1-4294967296]

(InnoDB Plugin
only) The number
of index pages

to sample for
index distribution
statistics such as
are calculated by
ANALYZE TABLE.
The default value is
8.

innodb_str
ict_mode

OFF

OFF

No

[ON|OFF]

(InnoDB Plugin only
) Whether InnoDB
returns errors rather
than warnings for
certain conditions.
This is analogous
to strict SQL mode

. The default value
is OFF. See InnoDB
Strict Mode for a
list of the conditions
that are affected.

innodb_tab
le_locks

ON

ON

No

[ON|OFF]

If autocommit = 0

, InnoDB honors
LOCK TABLES

; MySQL does

not return from
LOCK TABLES

... WRITE until

all other threads
have released all
their locks to the
table. The default
value of innodb_tab
le_locks is 1, which
means that LOCK
TABLES causes
InnoDB to lock a




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

table internally if
autocommit = 0.

innodb_thr
ead_concur
rency

No

[0-128]

InnoDB tries to
keep the number of
operating system
threads concurrently
inside InnoDB less
than or equal to the
limit given by this
variable. Once the
number of threads
reaches this limit,
additional threads
are placed into a
wait state within

a FIFO queue for
execution.

innodb_thr
ead_sleep_
delay

10000

10000

No

[1-3600000]

How long InnoDB
threads sleep
before joining the
InnoDB queue, in
microseconds. The
default value is 10
,000. A value of O
disables sleep. Unit
:ms

innodb_wri
te_io_threads

Yes

[1-64]

(InnoDB Plugin
only) The number
of 1/O threads for
write operations in
InnoDB. The default
value is 4.

interactiv
e_timeout

7200

7200

No

[10-86400]

The number of
seconds the server
waits for activity
on an interactive
connection before
closing it. An




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

interactive client
is defined as a
client that uses
the CLIENT_INT
ERACTIVE option
to mysql_real
_connect(). Unit:
second.

key cache_
age_threshold

300

300

No

[100-4294967295]

This value controls
the demotion of
buffers from the
hot sublist of a
key cache to the

warm sublist. Lower
values cause

demotion to happen
more quickly. The
minimum value is
100. The default

value is 300. Unit:

Second.

key cache
block_size

1024

1024

No

[512-16384]

The size in bytes of
blocks in the key
cache. The default
value is 1024. Unit:
Byte.

key_cache_
division_limit

100

100

No

[1-100]

The division point
between the hot and
warm sublists of the
key cache buffer
list. The value is the
percentage of the
buffer list to use for
the warm sublist.
Permissible values
range from 1 to 100
. The default value
is 100.




Parameter Default Running Restart | Parameter range |Parameter
value parameter (required description
value

log_querie OFF OFF No [ON|OFF] If a query takes

s_not_usin longer than this

g_indexes many seconds, the
server increments
the Slow_queries
status variable. If
the slow query log is
enabled, the query
is logged to the slow
query log file; Unit:
Second.

long_query 1 1 No [0.03-10] If a query takes

_time longer than this
many seconds, the
server increments
the Slow_queries
status variable. If
the slow query log is
enabled, the query
is logged to the slow
query log file;Unit:
Second.

loose_max_ |0 0 No [0-4294967295] statement be

statement_ interrupted if the

time executing time
exceeds this value.

loose_rds_ OFF OFF No [ON|OFF] If ON, start to collect

indexstat index information.

loose_rds_ 1073741824 | 1073741824 [ No [10737418240- RDS maximum

max_tmp_di |0 0 10737418240] temp disk space.

sk _space

loose rds OFF OFF No [ON|OFF] RDS table statistics.

tablestat

loose_rds 50000 50000 No [0-50000] Max concurrency

threads_ru allowed for SELECT

nning_high

_watermark




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

loose_toku
db_buffer_
pool_ratio

0

Yes

[0-100]

TokuDB buffer pool
size ratio.

low_priori
ty_updates

No

[01]

If set to 1, all
INSERT, UPDATE,
DELETE, and LOCK
TABLE WRITE
statements wait until
there is no pending
SELECT or LOCK
TABLE READ on
the affected table

. This affects only
storage engines that
use only table-level
locking (such as
MylISAM, MEMORY
, and MERGE

). This variable
previously was
named sql_low_pr
iority_updates.

max_allowe
d_packet

1073741824

1024M

No

[16384-
1073741824]

The maximum size
of one packet or
any generated/
intermediate string.
Unit: Byte.

max_connec
t errors

100

100

No

[1-4294967295]

If more than this
many successive
connection requests
from a host are
interrupted without
a successful
connection, the
server blocks that
host from further
connections. You
can unblock blocked




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

hosts by flushing
the host cache.

max_length
_for_sort_
data

1024

1024

No

[0-838860]

The cutoff on the
size of index values
that determines
which filesort
algorithm to use.

max_prepar
ed_stmt _co
unt

16382

16382

No

[0-1048576]

This variable

limits the total
number of prepared
statements in the
server.

max_write_
lock _count

102400

102400

No

[1-102400]

After this many
write locks, permit
some pending read
lock requests to
be processed in
between.

myisam_sor
t buffer_size

262144

262144

No

[262144-16777216
]

The size of the
buffer that is
allocated when
sorting MyISAM
indexes during a
REPAIR TABLE

or when creating
indexes with
CREATE INDEX or
ALTER TABLE.

net read t
imeout

30

30

No

[1-31536000]

The number of
seconds to wait for
more data from a
connection before

aborting the read.

net_retry
count

10

10

No

[1-4294967295]

If a read or write on
a communication
port is interrupte
d, retry this many




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

times before giving
up.

net_write_
timeout

60

60

No

[1-31536000]

The number of
seconds to wait for
a block to be written
to a connection
before aborting the
write.

open_files
_limit

65535

65535

Yes

[4000-65535]

The number of files
that the operating
system permits
mysqld to open.
The value of this
variable at runtime
is the real value
permitted by the
system and might
be different from the
value you specify
at server startup

. The value is 0

on systems where
MySQL cannot
change the number
of open files.

performanc
e _schema

OFF

OFF

Yes

[ON|OFF]

Enable performanc
e_schema or not.

query_allo
c_block_size

8192

8192

No

[1024-16384]

The allocation

size of memory
blocks that are
allocated for objects
created during
statement parsing
and execution. Unit
: Byte.

query_cach
e_limit

1048576

1048576

No

[1-1048576]

Do not cache results
that are larger than




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

this number of bytes
. The default value
is 1MB.

query_cach
e _size

3145728

3145728

No

[0-104857600]

The amount of
memory allocated
for caching query
results. The default
value is 0, which
disables the

query cache. The
permissible values
are multiples of
1024; other values
are rounded down
to the nearest
multiple. Unit: Byte.

query_cach
e_type

Yes

[0112]

Set the query cache
type. Setting the
GLOBAL value

sets the type for all
clients that connect
thereafter. Individual
clients can set the
SESSION value to
affect their own use
of the query cache.
Possible values

are shown in the
following table.

* 0: Do not cache
results in or
retrieve results
from the query
cache. Note
that this does
not deallocate
the query cache
buffer. To do




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

that, you should
set query_cach
e _size to 0.

+ 1: Cache all
cacheable query
results except for
those that begin
with SELECT
SQL_NO_CAC
HE.

+ 2: Cache results.

query_cach
e_wlock_in
validate

OFF

OFF

No

[ON|OFF]

Normally, when

one client acquires
a WRITE lock on

a MyISAM table,
other clients are not
blocked from issuing
statements that
read from the table
if the query results
are present in the
query cache. Setting
this variable to 1
causes acquisition
of a WRITE lock for
a table to invalidate
any queries in the
query cache that
refer to the table.
This forces other
clients that attempt
to access the table
to wait while the
lock is in effect.

query_prea
lloc_size

8192

8192

No

[8192-1048576]

The size of the
persistent buffer
used for statement
parsing and




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

execution. This
buffer is not freed
between statements
. If you are running
complex queries, a
larger query_prea
lloc_size value
might be helpful

in improving
performance,
because it can
reduce the need
for the server to
perform memory
allocation during
query execution
operations. Unit:
Byte.

rds_reset
all_filter

No

[01]

rds_reset_all_filter=
1 ,means reset the
rule of filter.

slow_launc
h_time

No

[1-1024]

If creating a thread
takes longer

than this many
seconds, the
server increments
the Slow_launc
h_threads status
variable.

sql_mode

\s

\s

No

(Support space
and [REAL_AS_FL
OAT|PIPES_AS_C
ONCAT]|
ANSI_QUOTES
[IGNORE_SPA
CE|ONLY_FULL_
GROUP_BY|
NO_UNSIGNE

Modes define what
SQL syntax MySQL
should support and
what kind of data
validation checks it
should perform.




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

D_SUBTRACT
ION|NO_DIR_IN_
CREATE|
POSTGRESQL|
ORACLE|MSSQL
|IDB2|MAXDB]
NO_KEY_OPT
IONS|
NO_TABLE_O
PTIONS|
NO_FIELD_O
PTIONS|
MYSQL323|
MYSQL40|ANSI
INO_AUTO_VA
LUE_ON_ZERO
INO_BACKSLA
SH_ESCAPES
ISTRICT_TRA
NS_TABLES]
STRICT_ALL
_TABLES|
NO_ZERO_IN
_DATE]
NO_ZERO_DA
TEJALLOW_INVA
LID_DATES|
ERROR_FOR_
DIVISION_B
Y_ZERO|
TRADITIONAL
IHIGH_NOT_P
RECEDENCE|
NO_ENGINE_
SUBSTITUTION
IPAD_CHAR_T
O_FULL_LEN
GTH)(,
REAL_AS_FLOAT
|,PIPES_AS_C




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

ONCAT],
ANSI_QUOTES
,IGNORE_SPA
CE|,ONLY_FULL_
GROUP_BY],
NO_UNSIGNE
D_SUBTRACT
ION|,NO_DIR_IN_
CREATE],
POSTGRESQL]|,
ORACLE|,MSSQL
|,DB2],MAXDB],
NO_KEY_OPT
IONS],
NO_TABLE_O
PTIONS|,
NO_FIELD_O
PTIONS|,
MYSQL323|,
MYSQL40|,ANSI
|NO_AUTO_VA
LUE_ON_ZERO
|,NO_BACKSLA
SH_ESCAPES
,STRICT_TRA
NS_TABLES|,
STRICT_ALL
_TABLES],
NO_ZERO_IN
_DATE|,
NO_ZERO_DATE
,ALLOW_INVA
LID_DATES],
ERROR_FOR _
DIVISION_B
Y_ZERO],
TRADITIONAL
|,HIGH_NOT_P
RECEDENCE|,
NO_ENGINE_




Parameter

Default

value

Running
parameter

value

Restart

required

Parameter range

Parameter

description

SUBSTITUTION
|,PAD_CHAR_T
O_FULL_LENGTH
)*

table_defi
nition_cache

512

512

No

[400-80480]

The number of table
definitions (from .
frm files) that can
be stored in the
definition cache.

If you use a large
number of tables,
you can create a
large table definition
cache to speed up
opening of tables.
The table definition
cache takes less
space and does not
use file descriptors
, unlike the normal
table cache. The
minimum and
default values are
both 400.

table_open
_cache

2000

2000

No

[1-524288]

The stack size of
each thread.

thread_stack

262144

262144

Yes

[131072-
1844674407
3709551615]

The stack size of
each thread.

tmp_table
size

2097152

2097152

No

[262144-67108864
]

The maximum
size of internal in-
memory temporary
tables.

transactio
n_isolation

READ-
COMMITTED

READ-
COMMITTED

Yes

[READ-
COMMITTED)|
REPEATABLE-
READ]

The default
transaction isolation
level.




Parameter Default Running Restart | Parameter range |Parameter

value parameter (required description
value
wait_timeout | 86400 86400 No [60-259200] The number of

seconds the server
waits for activity
on a noninteractive
connection before
closing it.

17.4.9.2 Best practices for MySQL instance parameter
optimization

17.4.9.2.1 Overview

You can optimize MySQL parameters for RDS instances. This topic describes the best practices
for modifiable and unmodifiable MySQL parameters. It also describes how to optimize modifiable

parameters to improve instance performance.

17.4.9.2.2 Unmodifiable MySQL instance parameters

This topic describes the unmodifiable RDS for MySQL parameters.

Different types of RDS for MySQL instances have different maximum number of connections
and memory sizes. Therefore, parameters related to the instance type, such as connections
and memory, are restricted and cannot be modified. You can resolve connection or memory

bottlenecks through the following methods:

* Memory bottleneck: An out of memory (OOM) error occurs in your instance, which results in a
primary/secondary failover.
» Connection bottleneck: If applications cannot establish new connections to the database, you

need to optimize the applications or slow SQL statements, or upgrade the instance type.

For the sake of data security of the primary and secondary instances, the following parameters
related to data security are unmodifiable: innodb_flush_log_at_trx_commit, sync_binlog,

gtid_mode, semi_sync, and binlog_format.

17.4.9.2.3 Modifiable MySQL instance parameters

This topic describes modifiable RDS for MySQL parameters.

Except for the unmodifiable parameters described in Unmodifiable MySQL instance parameters,

most of the parameters of your RDS for MySQL have been optimized by DBA and source code



teams. This helps you run your database without the need to adjust any parameters. For more
information about the modifiable RDS for MySQL instance parameters, see Modifiable MySQL
instance parameters. These parameters are applicable in most scenarios. You need to adjust

some parameters in some special cases. For example:

+ If you use the TokuDB storage engine, you need to use tokudb_buffer_pool_ratio to adjust the
percentage of the memory available for the engine.
+ If your applications require a relatively long lock timeout period, you need to adjust innodb_loc

k_wait_timeout.

17.4.9.2.4 How to configure parameters

This topic describes how to configure important parameters in the RDS for MySQL console. If
these parameters are incorrectly configured, your instances may encounter performance problems

or applications may report errors.
open_files_limit
Function: This parameter controls the number of file handles that can be simultaneously enabled

by each MySQL instance.

Cause: Opening database tables consumes file handles allocated to each instance. RDS for
MySQL sets open_files_limit to 8192 when initializing an instance. When the number of opened

tables exceeds this value, errors are returned for all database requests.

Note:
Access to MylISAM engine tables consumes file descriptors. The InnoDB storage engine uses

table_open_cache to manage opened tables.

Symptom: If this parameter is set to an excessively small value, applications may report the

following error:

[ERROR] /nysgld: Can't open file: './nysqgl/user.frm (errno: 24 -Too
many open files);

Suggestion: Increase the value of open_files_limit. Currently, RDS for MySQL allows you to
set the maximum value to 65535 for this parameter. We also recommend that you replace the

MyISAM storage engine with the InnoDB storage engine.
back_log

Function: RDS for MySQL creates a thread for every connection request that it processes. If

front-end applications initiate too many transient connection requests to the database when a new



thread is created, RDS for MySQL uses back_log to restrict the number of queued connection
requests. RDS for MySQL denies new connection requests when the number of connection
requests in the queue exceeds the value of back_log. If you want MySQL to process a large

number of transient connection requests, increase the value of back_log.

Symptom: If this parameter is set to an excessively small value, applications may report the

following error:
SQLSTATE[ HY000] [2002] Connection tined out;

Suggestion: Increase the value of back_log. The default value of this parameter has been

increased from 50 to 3000.

Note:

You must restart your instances after you change the parameter value.
innodb_autoinc_lock_mode

Function: In RDS for MySQL 5.1.22 and later versions, innodb_autoinc_lock_mode is introduced
to InnoDB to control auto-increment locks. This parameter can be set to 0, 1, or 2. The default
value is 1 in RDS for MySQL. This indicates that InnoDB uses the lightweight mutex lock to obtain
auto-increment locks in place of table-level locks. However, the load data command (including
INSERT ... SELECT statement and REPLACE ... SELECT statement) uses auto-increment table
locks. A deadlock may occur when multiple applications use this command to load data at the

same time.

Symptom: A deadlock occurs when multiple applications use the load data command (including
INSERT ... SELECT statement and REPLACE ... SELECT statement) to load data at the same

time. The following error is reported:

RECORD LOCKS space id xx page no xx n bits xx index PRI MARY of table
xX. xX trx id xxx lock_npde X insert intention waiting. TABLE LOCK
tabl e xxx.xxx trx id xxxx |ock node AUTO | NC wai ting;

Suggestion: We recommend that you change the value of innodb_autoinc_lock_mode to 2 to
enable the use of the lightweight mutex lock (only in row mode) for all INSERT statements. This
avoids auto_inc deadlocks and greatly improves the performance of the INSERT ... SELECT

statement.

Note:

If you set the parameter value to 2, you must set the format of binlog to row.



query_cache_size

Function: This parameter controls the memory size of the MySQL query cache. If the query
cache is enabled, MySQL locks the query cache when it executes a query. Then MySQL
determines whether the query cache contains the queried data. If so, MySQL returns results
directly. Otherwise, MySQL proceeds to perform other operations such as engine query. The
INSERT, UPDATE, and DELETE statements can invalidate the query cache and any changes
made to schemas and indexes. The cost of maintaining the invalid query cache is relatively high,
which puts a lot of pressure on MySQL. The query cache helps improve instance performance
when the database is not frequently updated. However, when data is frequently written to several
tables in the database, the query cache lock results in frequent lock conflicts. The write and read
operations of a specific table have to wait for the query cache lock to unlock. This reduces the

query efficiency of the SELECT statement.

Symptom: The database goes through several different statuses, which are checking query cache

for query, waiting for query cache lock, and storing result in query cache.

Suggestion: ApsaraDB for RDS disables the query cache by default. If you have enabled query
cache for your instances, you can disable it when the preceding problem occurs. However, you

can enable the query cache to solve database performance problems in some cases.
net_write_timeout

Function: This parameter determines the timeout period a block has to wait before it is sent to a

client.

Symptom: If the parameter is set to an excessively small value, the client may report the following

error:

the | ast packet successfully received fromthe server was mlliseconds
ago, the |ast packet sent successfully to the server was m |l i seconds
ago.
Suggestion: The default value is 60 seconds in RDS for MySQL. A small value of
net_write_timeout may result in frequent disconnections in poor network conditions or it takes a

long time for the client to process each block. In cases such as these, we recommend that you

increase the value of this parameter.
tmp_table_size

Function: This parameter determines the maximum size of the internal temporary memory table.

It is assigned to each thread. (The minimum value of tmp_table_size and max_heap_table_size



decides the actual value.) If the size of a temporary memory table exceeds the value of this
parameter, MySQL automatically converts the table to a disk-based MyISAM table. Avoid using
temporary tables when you optimize query statements. If you need to use a temporary table, make

sure that the temporary table is in the memory.

Symptom: If you use a temporary table for complex SQL statements that contain GROUP BY or
DISTINCT clauses, which cannot be optimized through indexes, SQL execution takes a longer

time.

Suggestion: If an application involves many GROUP BY or DISTINCT clauses and the database
has enough memory, you can increase the values of tmp_table_size and max_heap_table_size to

improve query performance.

17.4.9.2.5 New MySQL parameters

This topic describes the new parameters of RDS for MySQL.
oose_rds_max_tmp_disk_space

Function: This parameter controls the temporary file size available for MySQL. The default value

is 10 GB in RDS for MySQL.

Symptom: If the temporary file size exceeds the limit indicated by this parameter, applications

may report the following error:
The tabl e ‘/honme/ nysql / dat axxx/t np/ #sql _2db3_1" is full.

Suggestion: Evaluate whether you can optimize the SQL statements that cause additional
temporary files through indexing or other means. If your instance has enough space, you can

increase the value of this parameter to guarantee normal execution of SQL statements.

Note:

You must restart your instances after you change the value of this parameter.
loose_tokudb_buffer_pool_ratio

Function: This parameter controls the buffer size available for the TokuDB storage engine. For
example, if you set innodb_buffer_pool_size to 1000 MB and tokudb_buffer_pool_ratio to 50
(which indicates 50% of the buffer size), the TokuDB storage engine can use up to 500 MB of the

buffer space.



Suggestion: The default value is 0 in RDS for MySQL. If you use the TokuDB storage engine in
your RDS for MySQL instance, we recommend that you increase the value of this parameter to

improve the access performance of the TokuDB engine table.

Note:

You must restart your instances after you change the value of this parameter.
loose_max_statement_time
Function: This parameter controls the maximum query time in MySQL.

Symptom: The query time is not limited by default. If the query time exceeds the limit indicated by

this parameter, the query fails as follows:

ERROR 3006 (HY000): Query execution was interrupted, max_statem
ent _tine exceeded

Suggestion: Modify this parameter if you want to control the SQL execution time (in milliseconds)

for your database.
loose_rds_threads_running_high_watermark

Function: This parameter controls the maximum number of concurrent MySQL queries.
For example, if you set rds_threads_running_high_watermark to 100, 100 MySQL queries
can be initiated concurrently. Additional queries are denied. This parameter is used with

rds_threads_running_ctl_mode (default value: select).

Suggestion: This parameter is typically used to handle peak-hour or burst requests, which

provides effective database protection.

17.5 Accounts

17.5.1 Create an account
This topic describes the functions and features of accounts in classic and premier modes, as well

as how to create accounts in different modes.

You need to create an account in an RDS instance before you can use the database. ApsaraDB
for RDS supports two account management modes: classic and premier. Classic mode is an
earlier management mode. You cannot use SQL to manage databases and accounts in classic
mode. Premier mode is a later management mode that enables more permissions. You can

use SQL to manage databases and accounts in premier mode. In the long run, we recommend



that you use premier mode if you need personalized and fine-grained control over database

permissions.
Account modes

In classic mode, all accounts are created through the RDS console or APIs, instead of through
SQL. All accounts are created equally. The RDS console is used to create and manage all

accounts and databases.

In premier mode, the first account you create is the initial account. You must use the RDS console
or APIs to create and manage it. Log on to a database with your initial account. You can then
create and manage other standard accounts through SQL commands. However, you cannot

use your initial account to change the passwords of other standard accounts. To change the
password of a standard account, you must delete the standard account and create a new one. In
the following example, the initial account "root" is used to log on to the database. Then, a standard

account "jeffrey" is created.

mysgl - hxxxxxxxxx. mysql . rds. ali yuncs. com - uroot -pxXxxxXxx -e
CREATE USER 'jeffrey' @% | DENTI FI ED BY ' password';
CREATE DATABASE DB001;

In premier mode, the database management page is not available in the RDS console. APIs such
as CreateDatabase cannot be used to manage databases. You must use SQL commands to

create and manage databases.

Figure 17-22: Difference between standard and premier accounts shows how to create and

manage databases and accounts in classic and premier modes.
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Figure 17-22: Difference between standard and premier accounts

Classic mode —

Create and manage

databases and accounts

Create a
premier accouni

Premier mode

Manage premier accounts

Create and manage data-
bases and other accounts

I 1'

How to create an account

@ Note:

*  When assigning database account permissions, follow the least privilege principle. Use
service roles to create accounts and assign proper read-only and read/write permissions.
When necessary, you may define database accounts and databases in a fine-grained manner
so that each database account can only access data for their own services. If the account

does not need to write data to a database, assign read-only permissions.

+ Use strong passwords for database accounts and change the passwords on a regular basis.
Procedure

» For more information about how to create a standard account for MySQL, see Create a
standard account.
» For more information about how to create a premier account for MySQL, see Create a premier

account.
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» For more information about how to create an account for PostgreSQL, see Create a database

and an account.

» For more information about how to create an account for PPAS, see Create a database and an

account.

17.5.2 Reset your password
You can use the RDS console to reset the password of your database account if you forget the

password.

Context

Note:
For data security, we recommend that you change your password periodically.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Accounts.
4. On the Accounts page, click the E¢ icon and select Reset Password in the Actions column

corresponding to the instance. In the Reset Password dialog box that appears, configure

parameters as prompted.

Table 17-20: Password reset parameters describes the parameter configurations.

Table 17-20: Password reset parameters

Parameter Description

New It can be 6 to 32 characters in length and can contain letters, numbers, and
Password underscores (_).

Retype It can be 6 to 32 characters in length and can contain letters, numbers, and
Password underscores (_).

5. Click OK.



17.5.3 Modify account permissions

When using ApsaraDB for RDS, you can modify the account permissions of your instance at any

time.

Procedure

1. Log on to the RDS console.

2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Accounts.

4. On the Accounts page, click the 2¢ icon and select Modify Permissions in the Actions

column corresponding to the account. Modify the account permission as prompted on the page

that appears.

Table 17-21: Account permission modification parameters describes the parameter

configurations.

Table 17-21: Account permission modification parameters

Parameter Description
Available The list of databases that have been created.
Databases
Selected The databases whose permissions are to be authorized to the account. You
Databases can select one of the following permissions:
* Read-Only: authorizes the database read-only permission to the
account.
* Read and Write: authorizes the database read/write permission to the
account.
5. Click OK.

17.5.4 Delete an account

You can use the console to delete standard accounts that you do not need any more.

Procedure

1. Log on to the RDS console.

2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Accounts.




4. On the Accounts page, click the 2¢ icon and select Delete in the Actions column

corresponding to the account. In the Delete User dialog box that appears, click OK to delete

the account.

17.5.5 Modify descriptions
You can add a description when you create an account to assist in account management. You can
also modify the description after the account is created.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance to go to the Basic Information page.
3. In the left-side navigation pane, choose Database Management > Accounts.

4. On the Accounts page, click the 5S¢ icon and select Edit Description in the Actions column
corresponding to the account. In the Edit Account Description dialog box that appears, add a

description in the Description text box.

5. Click OK.

17.6 Databases
17.6.1 Create a database

After you create an RDS instance and configure the whitelist, you need to create a database and

an account in the instance.
Context

Before you migrate data from the on-premises database to ApsaraDB for RDS, you must create
a database and an account for the database. Ensure that the database has the same properties
as the on-premises database, and the account of the database has the same permissions as the
account of the on-premises database. Follow the least privilege principle to assign permissions
to the database account. Use service roles to create accounts and assign proper read-only and
read/write permissions to the roles. When necessary, you may define database accounts and
databases in a fine-grained manner so that each database account can only access data for their

own services.
Procedure
1. Log on to the RDS console.

2. In the left-side navigation pane, choose Database Management > Databases.



3. On the Databases page, click Create Database. On the Create Database page, configure

parameters as prompted.

Table 17-22: Database creation parameters describes the parameter configurations.

Table 17-22: Database creation parameters

Parameter

Description

Database (DB) Name

The database name. The naming rules are as follows:

* It must start with a lowercase letter and end with a
lowercase letter or number.

* It can contain lowercase letters, numbers, underscores (_
), and hyphens (-).

* It can be 2 to 64 characters in length.

* Reserved keywords cannot be used. For more information
about the reserved keywords, see the relevant document
in the official website of the corresponding engine.

Supported Character Set

The character sets supported by the database, including:
« UTF-8

+ gbk

« latinl

« utf8nmb4

User Authorizations

» Select an account that is authorized to use the database.
This parameter can be empty if no account is created.

+ The permissions on the database can be granted only to
standard accounts.

* The premier account is authorized to use the database by
default.

Description

The description of the database. The rules are as follows:

* It must start with a lowercase letter.

+ It can contain lowercase letters, numbers, underscores (_
), and hyphens (-).

* It can be 2 to 256 characters in length.




Figure 17-23: Create a database

*Database (DB) Name

Supported Charsets @) utfg gbk latin1 utfémb4
User Authorizations Users Available Users Authorized
Description
Cancel
4. Click OK.

17.6.2 Modify database description

You can modify the description of a database for easy management. This topic describes how to

modify the description of a database.

Procedure

1.

2,

Log on to the RDS console.
Click the ID of the instance.

In the left-side navigation pane of the Basic Information page, choose Database

Management > Databases.

On the Databases page, click the [2¢| icon and select Edit in the Actions column corresponding

to the database.

In the Edit Database dialog box that appears, set Database Description.
The database description must meet the following requirements:

» It must start with a letter. It should not start with "http://" or "https://."

» It can contain letters, numbers, underscores (_), and hyphens (-).

* It can be 2 to 256 characters in length.



6. Click OK.

17.6.3 Delete a database

You can delete out-of-date databases from the RDS console.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Database

Management > Databases.
4. On the Databases page, click the 2& icon and select Delete in the Actions column

corresponding to the database. In the Delete Database dialog box that appears, click OK to

delete the database.

17.7 Access mode
ApsaraDB for RDS supports two access modes: St andar d Mode and Saf e Mode. This topic

describes the differences between the two access modes and their configuration methods.

Prerequisites

Set the network type of the instance to Classic Network.
Context
St andard Mode and Saf e Mbde have the following differences:

+ Standard mode: ApsaraDB for RDS uses Server Load Balancer (SLB) to eliminate the impact
from HA switching of the database engine on the application layer. This shortens the response
time, but slightly increases the probability of transient disconnections and disables SQL
interception.

+ Safe mode: This mode prevents 90% of transient disconnections and supports SQL intercepti
on (SQL injection attacks are prevented based on SQL semantic analysis). However, it

increases the response time by 20% or more.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. On the Basic Information page, click Switch Connection Mode.



Note:
When the access mode change is in progress, St at us of the instance changes to
Swi t chi ng the access node. When St at us changes to Runni ng, the access mode is

successfully changed.

17.8 Backup and recovery

17.8.1 RDS data backup
17.8.1.1 Automatic backup

ApsaraDB for RDS automatic backup supports full physical backups. ApsaraDB for RDS
automatically backs up data based on the pre-configured policies. This topic describes how to
configure a policy for automatic backup.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Backup and

Restore > Backups.

4. On the Backups page, click the Backup Settings tab and click Settings. On the Backup

Configurations for Instance page, configure parameters as prompted.

Table 17-23: Backup policy configuration parameters describes the parameter configurations.

Table 17-23: Backup policy configuration parameters

Parameter Description

Retention Period The number of days for which backup files are retained. The default
(Days) value is 7 days and the value range is from 1 to 30 days.

Backup Cycle One or multiple days in a week.

Backup Time Any time range of a day, in hours.




Figure 17-24: Configure a backup policy
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5. Click OK.

17.8.1.2 Manual backup
Manual backup supports full physical backups and full logical backups. This topic describes how
to manually back up RDS data.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.
3. On the Basic Information page, click Back Up Instance. On the Back Up Instance page, set

Backup Mode and Backup Type.

Instance backup parameters describes the parameter configurations.

Table 17-24: Instance backup parameters

Category Configurat Description
ion

Backup Mode | Physical This mode dumps the physical files of the RDS database (
Backup such as data files, control files, and log files). In case the

database fails, these files can be used to restore data.

Logical This mode stores all schema definition statements and data
Backup insertion statements of the RDS database. You can execute
these SQL statements to restore data. A database that is
exactly the same as the original database is created.




Category Configurat

ion

Description

Backup Type | Automatic
Backup

This type automatically backs up data based on the pre-
configured backup policy. For more information, see
Automatic backup.

Full Backup

This type backs up all the files in the database.

Figure 17-25: Configure manual backup

Backup for Instance

Backup Mode Physical Backup

Backup Type Automatic Backup

4, Click OK.

17.8.2 RDS data recovery

17.8.2.1 Clone an instance

A cloned instance is a new instance with the same content as the primary instance, including data

and settings. This feature allows you to restore data of the primary instance or create multiple

instances that are the same as the primary instance.

Prerequisites

To clone an instance, make sure that the primary instance meets the following conditions:

* The instance is in running state.

+ It does not have an ongoing migration task.

+ Data backup and log backup are enabled.

* To clone an instance by using a backup set, ensure that the primary instance must have at

least one completed backup set.

Context

You can specify a backup set or any point in time within the backup retention period to clone an

instance.

Note:




» A cloned instance only copies the data of the primary instance, but not the content of read
-only or disaster recovery instances under the primary instance. The copied data includes
database data, account information, and instance configurations (such as whitelist configurat
ions, backup configurations, parameter configurations, and alarm thresholds configurations).

* The database type of a cloned instance must be the same as that of the primary instance.
Other settings (such as the instance series, zone, network type, instance type, and storage
space) can be different. If you want to clone an instance to restore data of the primary
instance, we recommend that you select a higher instance type and larger storage space than
the primary instance. Otherwise, data recovery takes a longer time to complete.

* The account type of a cloned instance must be the same as that of the primary instance. The

account password of the cloned instance can be modified.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Backup and

Restore > Backups.

4. On the Backups page, click the Backups tab. Click Clone Instance. On the Clone Instance

page that appears, configure parameters as prompted.

Table 17-25: Instance cloning parameters describes the parameter configurations.

Table 17-25: Instance cloning parameters

Parameter Description
Restore Mode The restore mode of data in the primary instance, including:
« By Tine

« By Backup Set

Restore Point Time The time by which the data in the primary instance is to be
restored when the restore mode is By Ti ne.

Backup Set The backup set by which the data in the primary instance is to be
restored when the restore mode is By Backup Set.

Specifications The specifications of the cloned instance.

Storage Size The storage size of the cloned instance.

5. Click Create.



17.8.3 Binary log (binlog)

This topic describes how to check and download the binlogs of an RDS instance.

Procedure

1.
2,

Log on to the RDS console.
Click the ID of the instance.

In the left-side navigation pane of the Basic Information page, choose Backup and

Restore > BinLogs.

On the BinLogs page, select a time range and click Search to search for the binlogs

generated within the selected time range.

To download a binlog, click the & icon and select Download.

17.9 Security

17.9.1 Configure a whitelist

To guarantee database security and reliability, you need to modify the whitelist of the RDS

instance before you enable the instance. You need to add the IP addresses or IP address

segments used for database access to the whitelist of the RDS instance.

Context

The system creates a default whitelist group for each instance. This whitelist group can be

modified or cleared, but cannot be deleted. For each newly created RDS instance, IP address

0.0.0.0/0 is added to the default whitelist group by default. 0.0.0.0/0 allows all IP addresses to

access the instance, which greatly reduces database security. Delete 0.0.0.0/0 from the whitelist.

Procedure

1.
2,

Log on to the RDS console.
Click the ID of the instance.

In the left-side navigation pane of the Basic Information page, choose Security Control >

Configure Whitelist.

You can use two methods to add an IP address or IP address segment.
* Add an IP address or IP address segment directly to the default whitelist group.

a) Click the | P Ticon corresponding to the default whitelist group, and add an IP address or

IP address segment.



b) Click OK.

* Add a whitelist group and add an IP address or IP address segment to the group.

a) Click Create Whitelist Group. In the dialog box that appears, enter a group name and an

IP address or IP address segment.

b) Click OK.

Table 17-26: Whitelist configuration parameters describes the parameter configurations.

Table 17-26: Whitelist configuration parameters

Parameter

Description

Group Name

The name of the new whitelist group. The naming rules are as follows:

* |t must start with a lowercase letter and end with a lowercase letter
or number.

* |t can contain lowercase letters, numbers, and underscores ().
* |t can be 2 to 32 characters in length.

You cannot modify the name of a created whitelist group.

IP Addresses

The IP addresses or IP address segments allowed to access the RDS
instance.

Note:

* If you enter an IP address segment, such as 10.10.10.0/24, any IP
address in the format of 10.10.10.X can access the RDS instance

* If multiple IP addresses are entered, use commas (,) to separate
the addresses and do not add spaces between the addresses and
commas, such as 192.168.0.1,172.16.213.9.

* 127.0.0.1 indicates that no IP address is allowed to access the
RDS instance.

+ 0.0.0.0/0 indicates that all IP addresses are allowed to access the
RDS instance.




Figure 17-26: Create a whitelist group

Group Name

IP Addresses

What's next

The group name must be 2 to 32 characters in

length and can contain lowercase letters, numbers

and underscores (_). It must start with a lowercase

letter and end with a letter or number

Enter whitelisted IP addresses. Separate multiple IP
ddresses with commas

Cancel

Correct use of the whitelist can improve access security for your RDS instance. We recommend

that you maintain the whitelist periodically. After you configure the whitelist, you can perform the

following operations:

* Click the ' # 'icon to modify the whitelist group.

+ Clickthe | 5 'icon to clear the default whitelist group or delete a custom whitelist group.



17.9.2 Audit logs

You can query the SQL logs, operation logs, and error logs of an instance in the RDS console to

locate and analyze faults.

Context

Note:
Audit logs are stored for seven days. They are automatically cleared after seven days.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Security Control >

Audit Logs.

4. On the Audit Logs page, click the SQL Logs, Error Logs, Operation Logs, or Audit Log
Files tab.

Table 17-27: Differences among various kinds of audit logs describes the differences among

SQL logs, error logs, and operation logs.

Table 17-27: Differences among various kinds of audit logs

Log Type Description
SQL Logs It records the modification operations on all databases.
Error Logs It records the SQL statements that failed to be executed on

databases in the past month.

Operation Logs It records all operations performed on the console.

5. Select a time range and click OK.
What's next
On the Operation Logs tab page, you can click Export to export operation logs for offline

analysis.

17.9.3 Configure SSL encryption
To enhance link security, you can enable Secure Sockets Layer (SSL) encryption and install SSL

CA certificates on the necessary application services.

Context



@ Note:

+ SSL is used on the transport layer to encrypt network connections. It increases the security
and integrity of communication data, but it also increases the network connection response

time.

+ Exercise caution when enabling SSL encryption, because it cannot be disabled after it is

enabled.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Security Control >
Configure SSL Encryption. The Configure SSL Encryption page displays the SSL details of

the instance.

4. Click Enable SSL.

Enable S5L Refresh

SSL Status:
Protected Address: -
SSL Cerlificate Expires Al -

S5L Certificate Validity

5. In the Configure SSL dialog box that appears, select an instance ID.

Configure SSL

rm-Oxo9ehvfd 2517 qub.mysgl.rds.envBd.international-ops.com

e e

6. Click OK to enable SSL encryption, as shown in the following figure.



Protected Address: rm-OxoSehvfd 2t517 g6, mysgl.rds.envad.international-ops.com
S5L Certificate Expires At Jan 3, 2020, 17:09:14
S5L Ce ate Validity: Available

17.9.4 Download SSL CA certificates
To increase link security, you can enable Secure Sockets Layer (SSL) encryption and install SSL

CA certificates on the necessary application services.

Context

-

Note:

SSL is used on the transport layer to encrypt network connections. It increases the security and

integrity of communication data, but it also increases the network connection response time.

Procedure

1. Log on to the RDS console.

2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Security Control >
Configure SSL Encryption. The Configure SSL Encryption page displays the SSL details of
the instance.

4. Click Download Certificate. In the Download Certificate dialog box that appears, click OK to
download SSL CA certificates.

The downloaded package includes three files:

+ P70 file: used to import CA certificates to the Windows system.
+ PEMfile: used to import CA certificates to other operating systems or applications.
+ JKS file: stores truststore certificates in Java. The password is apsaradb. It is used to import

the CA certificate chain to Java programs.

-

Note:



When the JKS file is used in Java, you need to modify the default JDK security configuration
in JDK7 and JDK8. Openthejre/lib/security/java. security file on the computer

where the database that needs SSL access resides, and modify two configurations as follows:

jdk.tls.disabl edAl gorithnms=SSLv3, RC4, DH keySize < 224
j dk. cert pat h. di sabl edAl gori t hms=MD2, RSA keySi ze < 1024

If you do not modify the JDK security configuration, the following error will be reported. Other

similar errors are also caused by Java security configurations.

j avax. net. ssl . SSLHandshakeExcepti on: DHPubl i cKey does not conply to
al gorithm constraints

17.9.5 Configure transparent data encryption
Transparent data encryption (TDE) implements real-time 1/0O encryption and decryption for data
files. It encrypts data before writing it to a disk and decrypts data before reading from the disk.
TDE does not increase the size of data files. Developers can directly use the TDE function without
changing any application.

Prerequisites

Before using TDE, make sure that your instance and account meet the following requirements:

* The instance version is RDS for MySQL 5.6.

* You must log on by using an Alibaba Cloud account (not RAM user) to view and modify TDE

configurations.

» Before enabling TDE, you need to enable Key Management Service (KMS). If you have not

enabled KMS, you can enable it based on the guidance during TDE activation.

Context

Note:

* Once TDE is enabled, it cannot be disabled.

+ Keys produced and managed by the KMS are used for encryption. RDS does not provide the
keys and certificates required for encryption. After activating TDE, to restore the data to the

local device, you must use RDS to decrypt the data first.

* When TDE is enabled, the CPU usage will increase significantly.

Procedure

1. Log on to the RDS console.



2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Security Control >
Configure TDE. You can view the TDE details of the instance.

4. On the Configure TDE page, click Enable TDE. In the Configure TDE dialog box that
appears, click OK.

5. Log on to the database and run the following command to encrypt the relevant tables:
alter tabl e <tabl enane> engi ne=i nnodb, bl ock_f or mat =encr ypt ed,;
If you want to decrypt a table encrypted with TDE, run the following command:

alter tabl e <tabl enane> engi ne=i nnodb, bl ock_f or mat =def aul t ;

17.10 Read-only instances

17.10.1 Overview

RDS for MySQL 5.6 allows you to create read-only instances. In application scenarios where there
are only a few write requests, but a large number of read requests, read-only instances can be
created to relieve the database pressure on the primary instance. This topic describes the features

and restrictions of read-only instances.

To achieve auto scaling of the read capability and relieve the database pressure, you can create
one or more read-only instances in a region. In this way, a large amount of data can be read from

the database, and the application throughput can be increased.

A read-only instance with a single physical node and no backup node uses the native replicatio
n capability of MySQL to synchronize changes in the primary instance to all relevant read-only
instances. Real-only instances are in the same region as the primary instance, but not necessaril
y in the same zone as the primary instance. The topology of a read-only instance is shown as

follows.
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Read-only instances have the following features:

» Specifications of a read-only instance can be different from those of the primary instance and

can be changed at any time, which facilitates elastic scaling.

* No account or database maintenance is required for a read-only instance. The account and

database information is synchronized from the primary instance.
+ Read-only instances support the independent whitelist configuration.

» System performance monitoring is provided.

ApsaraDB for RDS provides nearly 20 system performance monitoring views, including those
for disk capacity, IOPS, connections, CPU utilization, and network traffic. You can view the load
of instances with ease.

+ Optimization recommendations are provided: ApsaraDB for RDS provides a variety of
optimization recommendations, such as storage engine check, primary key check, large
table check, and check for excessive indexes and missing indexes. You can optimize your

databases based on the optimization recommendations and specific applications.
17.10.2 Create a read-only instance
This topic describes how to create a read-only instance.
Context
Read-only instances have the following usage restrictions:

» A maximum of five read-only instances can be created for a primary instance.



Backup setting and temporary backup are not supported.

Instance recovery is not supported.

Data migration to read-only instances is not supported.

Database creation and deletion are not supported

Account creation and deletion are not supported

change are not supported.

. Account authorization and account password

After a read-only instance is created, the primary instance does not support data recovery by

directly overwriting instances using backup sets.

Procedure

1.
2,

Log on to the RDS console.

Click the ID of the instance.

In the left-side navigation pane of the Basic Information page, choose Performance

Optimization > Read-Only Instance.

On the Read-Only Instance page, click Create Read-Only Instance. On the Create Read-

Only Instance page, configure parameters as prompted.

Table 17-28: Read-only instance creation parameters describes the parameter configurations.

Table 17-28: Read-only instance creation parameters

Parameter

Description

Destination Region

The region to which the read-only instance
belongs. This parameter is the same as that
of the primary instance.

Instance Specification

The specifications of the read-only instance
. It can be different from that of the primary
instance. The specifications of a read-only
instance can be modified at any time to
facilitate flexible upgrade and downgrade.

Storage Size (GB)

The storage size of the read-only instance. To
guarantee sufficient I/O for data synchroniz
ation, we recommend that the memory of
read-only instances is not less than that of the
primary instance.

Network Type

The network type of the read-only instance.
You can choose from the following two
network types:




Parameter Description

+ Classic Network

* VPC: If you use a VPC, we recommend
that you choose the same VPC as that of
the primary instance.

5. Click Create.

17.10.3 View read-only instance details

17.10.3.1 View instance details through a read-only instance

You can go to the read-only instance management page from the instances page or the read-only

instance list page of the primary instance. Read-only instances are managed in the same way

as ordinary instances. The page shows the management operations that can be performed. This

topic describes how to go to the read-only instance management page from the instances page.
Procedure

1. Log on to the RDS console.

2. On the RDS Instances page, click the ID of the read-only instance. The Basic Information

page that appears allows you to manage the read-only instance.

In the instance list, the Instance Type of read-only instances is displayed as Read- Onl y

I nst ance, as shown in Figure 17-27: View read-only instances.

Figure 17-27: View read-only instances

liugy_te... liugy_te... cn-gingdac-envad-d01 Read-Only Instance MySQLD.G

17.10.3.2 View instance details through the primary instance

You can go to the read-only instance management page from the instances page or the read-
only instance list page of the primary instance. Read-only instances are managed in the same
way as ordinary instances. The page shows the management operations that can be performed.
This topic describes how to go to the read-only instance management page from the read-only

instances page of the primary instance.

Procedure
1. Log on to the RDS console.

2. Click the ID of the instance.



3. In the left-side navigation pane of the Basic Information page, choose Performance
Optimization > Read-Only Instance.

4. On the Read-Only Instance page, click the ID of the read-only instance. The Basic

Information page that appears allows you to manage the read-only instance.

17.11 Read/write splitting

17.11.1 Overview

This topic describes the principles, benefits, and usage of the read/write splitting function.

Both the primary RDS instance and the read-only RDS instance have an independent connection

address. The connection address is configured by an application for data read/write splitting.

The read/write splitting function provides an extra read/write splitting address. This address links
the primary instance with all its read-only instances to enable a link for automatic read/write
splitting. An application only need to connect to the same read/write splitting address for data
reading and writing. Write requests are automatically routed to the primary instance, and read
requests are routed to each read-only instance based on their weight. You can scale out the
processing capability of the system by adding more read-only instances. No application change is

required.

Read/write splitting is supported in RDS for MySQL 5.6 only. When read/write splitting is enabled,

there will be three kinds of addresses for the instances:

» Connection address of the primary instance
» Connection address of the read-only instance

+ Connection address of read/write splitting

Figure 17-28: Principle of read/write splitting shows how an application uses different types of

connection addresses to access the database.
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Read/write splitting has the following benefits:
» Facilitates maintenance with a single read/write splitting address.

In the current read-only account mode, both the primary instance and each read-only instance
have an independent connection address. You need to configure each of the addresses in your
application to have write requests sent to the primary instance and read requests sent to read-

only instances.

RDS read/write splitting provides a read/write splitting address in addition to the existing
instance connection addresses. After an application is connected to the read/write splitting

address, it can perform read-only and read/write operations on the corresponding primary and
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read-only instances. The forwarding logic of read-only and read/write statements is transparent

to the user. This reduces the maintenance cost.

» Improves performance with RDS support for the highly secure link.

For users who build a proxy layer to implement read/write splitting on the cloud, data has to
go through multiple components for statement parsing and forwarding before it reaches the
database, impacting the response latency significantly. RDS read/write splitting is built on the
existing highly secure link without the need of any additional component. This greatly reduces
the latency and improves the processing efficiency.

+ Applies to various use cases with configurable weights and thresholds.

RDS read/write splitting allows you to set the read request weight for the primary and read-only

instances, and the latency threshold for read-only instances.

* Enhances database availability with instance health check.

RDS read/write splitting performs health check automatically for all instances in the distribution
system. If any instance fails or its latency exceeds the threshold, RDS automatically removes
the instance from the distribution system (while marking it as unavailable and stopping
allocating read requests to it) and allocates write requests to the remaining instances based
on the predefined weight. This ensures normal application access in the case of a read-only
instance failure. After the instance is restored, RDS automatically reclaims it into the request

distribution system.

Note:
We recommend that you create at least two read-only instances for the primary instance
when using read/write splitting. This ensures normal database access in case of a single-point

failure.

17.11.2 Enable read/write splitting
In scenarios where there are a few write requests but a large number of read requests for the
database, you can enable read/write splitting to distribute the read load on the primary instance.

This topic describes how to enable the read/write splitting function.
Prerequisites

* The instance is a high-availability RDS for MySQL 5.6 primary instance.



» Aread-only instance has been created under the primary instance. If there is no read-only
instance, create one. For more information about creating a read-only instance, see Create a
read-only instance.

» The primary instance has been switched to safe mode.

When you enable the read/write splitting function for the first time, the system automatically
upgrades the backend control system of the primary instance and all associated read-only
instances to the latest version to guarantee normal service operations. When the function is
enabled, the primary and read-only instances automatically restart once. During the restart
process, the primary instance is subject to a transient disconnection of 30 seconds or less, and
the read-only instances are inaccessible. To avoid service impacts from transient disconnections,
we recommend that you enable read/write splitting during off-peak hours and make sure that your

application can be automatically reconnected.
» Currently, the following commands or functions cannot be forwarded to a read-only instance:

— The stmt prepare sql command is automatically executed on the primary instance.

= The stmt prepar e command cannot be forwarded to a read-only instance before the

execution of the st nt ¢l ose command.

— set gl obal ,set user,andset once are automatically executed on the primary

instance.

* The execution result is random for the following commands:

show processlist,show master status,andcom process_i nf o return results based
on the instance connected during command execution.
» All transactions are routed to the primary database.

» Read/write splitting does not guarantee consistency of non-transactional reads. If you require
such consistency, add a hint to route query requests to the primary database or encapsulate
query requests in transactions.

» The following commands or functions are not currently supported:

=— SSL encryption

== Compression protocols

= com_dump_table and com_change user protocols
=— ki ll connection [query]

- change user

Procedure



. Log on to the RDS console.

. Click the ID of the instance.

. In the left-side navigation pane of the Basic Information page, choose Performance

Optimization > Read/Write Splitting.

. On the Read/Write Splitting page, click Enable. On the Configure Read/Write Splitting

page, configure parameters as prompted.

Table 17-29: Read/write splitting parameters describes the parameter configurations.

Table 17-29: Read/write splitting parameters

Parameter

Description

SLB Type

The read/write splitting address. It must be an internal network address.
The internal network type is automatically synchronized with the primary
instance.

Latency
Threshold

The maximum allowed latency when read-only instances synchronize
data from the primary instance. The value range is 0 to 7,200 seconds. If
the latency of a read-only instance exceeds this threshold, read requests
are not forwarded to this instance regardless of the instance weight.
Depending on the running of SQL statements, latencies may occur to read
-only instances. We recommend that you set the value to no less than 30
seconds.

Weights of
Read Requests

The read request weight of each instance. An instance with a higher
weight can process more read requests. For example, a read-write
splitting address has a primary instance and three read-only instances.
The read weights of the instances are 0, 100, 200, and 200 respectively.
This means that the primary instance does not process read requests
(write requests are automatically sent to the primary instance). The three
read-only instances process read requests in the proportion of 1:2:2. The
read request weight can be customized or automatically distributed by the
system.

+ Default: The system automatically distributes weights to instances
based on their configurations. The new read-only instances under the
primary instance are automatically added to the read/write splitting link
based on the preset weight without manual configuration. For more
information, see Rules of system weight distribution.

+ Customized: You can customize the read request weight of instances
in the range of 0 to 10,000. If you select this mode, the weight of new
read-only instances added to the primary instance defaults to 0. You
have to set this parameter manually.




5.

Click OK.

17.11.3 Modify the latency threshold and weights of read
requests

After read/write splitting is enabled, you can modify the latency threshold and weights of read

requests.

Procedure

1.
2,

Log on to the RDS console.

Click the ID of the instance.

In the left-side navigation pane of the Basic Information page, choose Performance

Optimization > Read/Write Splitting.

On the Read/Write Splitting page, click Enable. On the Configure Read/Write Splitting

page, configure parameters as prompted.

Table 17-30: Read/write splitting parameters describes the parameter configurations.

Table 17-30: Read/write splitting parameters

Parameter

Description

Latency
Threshold

The maximum allowed latency when read-only instances synchronize
data from the primary instance. The value range is 0 to 7,200 seconds. If
the latency of a read-only instance exceeds this threshold, read requests
are not forwarded to this instance regardless of the instance weight.
Depending on the running status of SQL statements, latencies may occur
to read-only instances. We recommend that you set the value to no less
than 30s.

Weights of
Read Requests

The read request weight of each instance. An instance with a higher
weight can process more read requests. For example, a read-write
splitting address has a primary instance and three read-only instances.
The read weights of the instances are 0, 100, 200, and 200 respectively.
This means that the primary instance does not process read requests
(write requests are automatically sent to the primary instance). The three
read-only instances process read requests in the proportion of 1:2:2. The
read request weight can be customized or automatically distributed by the
system.

« Default: The system automatically distributes weights to instances
based on their configurations. The new read-only instances under the
primary instance are automatically added to the read/write splitting link




Parameter Description

based on the preset weight without manual configuration. For more
information, see Rules of system weight distribution.

+ Customized: You can customize the read request weight of instances
in the range of 0 to 10,000. If you select this mode, the weight of new
read-only instances added to the primary instance defaults to 0. You
have to set this parameter manually.

Figure 17-29: Modify read/write splitting parameters
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5. Click OK.

17.11.4 Disable read/write splitting
You can disable read/write splitting if this function is no longer required. This topic describes how

to disable the read/write splitting function.

Context

E] Note:

» The read/write splitting function can only be used when at least one read-only instance is
available. Therefore, you must disable the read/write splitting function before you delete the

last read-only instance. Otherwise, you are unable to delete the last read-only instance.



» After read/write splitting is disabled, your application can no longer connect to the read/write
splitting address. Make sure that your database connection configuration does not include this
connection address.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Performance
Optimization > Read/Write Splitting.

4. On the Read/Write Splitting page, click Disable.

5. Click OK.

17.11.5 Monitor read/write splitting performance

You can view the read/write splitting performance on the monitoring page of the RDS console.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose System Resource

Monitoring > Database Performance.

4. On the Database Performance page, click the QPS/TPS tab to view the transaction per
second (TPS) and query per second (QPS). You can view the number of reads and writes of
all databases including the primary database and read-only databases involved in read/write

splitting.

17.11.6 Rules of system weight distribution
ApsaraDB for RDS automatically distributes weights to instances based on the configurations of
the instances. This topic describes the rules for the system to distribute read weights and how
to use a hint to specify whether an SQL statement is sent to the primary instance or read-only

instances.
Weight values list

The system automatically configures fixed read weight values for instances, as listed in Table

17-31: Weight values.



Table 17-31: Weight values

Specification code Specification |Memory CPU Weight
type

rds.mysql.t1.small Common 1GB 1 100
instance

rds.mysql.s1.small Common 2GB 1 100
instance

rds.mysql.s2.large Common 4 GB 2 200
instance

rds.mysql.s2.xlarge Common 8 GB 2 200
instance

rds.mysql.s3.large Common 8 GB 4 400
instance

rds.mysql.m1.medium Common 16 GB 4 400
instance

rds.mysql.c1.large Common 16 GB 8 800
instance

rds.mysql.c1.xlarge Common 32 GB 8 800
instance

rds.mysql.c2.xlarge Common 64 GB 16 1600
instance

rds.mysql.c2.xIp2 Common 96 GB 16 1600
instance

mysql.x8.medium. 2 Dedicated 16 GB 2 200
instance

mysql.x8.large. 2 Dedicated 32 GB 4 400
instance

mysql.x8.xlarge. 2 Dedicated 64 GB 8 800
instance

mysql.x8.2xlarge. 2 Dedicated 128 GB 16 1600
instance

rds.mysql.st.d13 Dedicated host | 220 GB 30 3000




Use a hint to specify whether an SQL statement is sent to the primary instance or read-only

instances

In addition to the weight distribution system for read/write splitting, hints are used as the
supplementary SQL syntax to force SQL statement execution on the primary instance or read-only

instances.
The hint formats supported by RDS read/write splitting are as follows:

+ |/ *FORCE_MASTER*/ : specifies that the following SQL statements are executed on the primary
instance.
» |/ *FORCE_SLAVE*/ : specifies that the following SQL statements are executed on the read-

only instances.

For example, after a hint is prefixed to the following statement, the statement is always routed to

and executed on the primary instance regardless of the preset weight.

[ * FORCE_MASTER*/ SELECT * FROM t abl e_nane;

17.12 Performance optimization

17.12.1 Slow SQL statistics

You can use the RDS console to query slow SQL statistics to locate and analyze faults.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation bar of the Basic Information page, choose Performance

Optimization > Slow SQL Statistics.

4. Select a time range and click Search.

Note:
The system does not list slow logs from the past two hours. These logs are contained in the

slow_log table of the MySQL database.



17.12.2 Missing index

Based on the SQL statement execution status and performance of your RDS instance, the system
prompts you about database tables with missing indexes, and provides you with a statement to
add indexes.

Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, choose Performance

Optimization > Indexes. This page allows you to query all missing indexes.

17.13 Monitor system resources
The RDS console provides a variety of performance metrics for you to monitor the status of your
instance.
Procedure
1. Log on to the RDS console.
2. Click the ID of the instance.

3. In the left-side navigation pane of the Basic Information page, click System Resource

Monitoring.

4. Select the monitored data you wish to view, such as System Resources, Database
Performance, InnoDB Engine, and MyISAM Engine. Table 17-32: Metric list lists the

monitored data.

Table 17-32: Metric list

Page Metric Description Monitoring| Monitoring
cycle
frequency
System Disk The disk space usage of the instance, 60s 30 days
Resources |Space such as overall usage of the disk space, |300s

data space, log space, temporary file
space, and system file space.

Unit: MB
IOPS The number of I/O requests of the 60s 30 days
instance per second. 300s

Unit: Times/second




Page Metric Description Monitoring| Monitoring
cycle
frequency
CPU The CPU usage of the instance ( 60s 30 days
Utilization |excluding the CPU resources used by 300s
the operating system).
Network [ The inbound and outbound traffic of the |60s 30 days
Traffic instance per second. 300s
Unit: KB
Database |QPS/TPS |The number of SQL statements executed | 60s 30 days
performancg and transactions processed per second. | 300s
Temporary| The number of temporary tables 60s 30 days
Tables automatically created on the hard disk 300s
when the database executes SQL
statements.
COMDML | The number of SQL statements executed | 60s 30 days
by the database per second. The 300s
statements include INSERT , DELETE
, INSERT_SEL ECT, REPLACE ,
REPLACE_SE LECT, SELECT, and
UPDATE.
ROWDML | The number of operations performed on | 60s 30 days
InnoDB per second, such as the number |300s
of physical writes to the log file, and the
number of InnoDB table rows that are
read, updated , deleted, and inserted.
InnoDB InnoDB The read hit rate, utilization, and dirty 60s 30 days
Engine Buffer data block percentage of the InnoDB 300s
Pool buffer pool.
InnoDB The volume of InnoDB data thatis read |60s 30 days
Read/ and written per second. 300s
Write Unit: KB
InnoDB The number of InnoDB reads and writes | 60s 30 days
Reads per second. 300s
and

Writes




Page Metric Description Monitoring| Monitoring
cycle
frequency
InnoDB The number of InnoDB physical writes 60s 30 days
Log to the log file, log write requests, and 300s
FSYNC writes to the log file.
MyISAM MyISAM [ The read hit rate, write hit rate, and 60s 30 days
Engine Key usage of MylISAM key buffers per second [ 300s
Buffer
MyISAM [ The number of MyISAM reads and writes | 60s 30 days
Reads from and to the buffer pool and hard disk | 300s
and per second.
Writes

17.14 Data migration from the on-premises database to RDS

17.14.1 Compress data
RDS for MySQL 5.6 allows you to compress data with the TokuDB storage engine. This topic

describes how to compress data.
Context

Extensive tests show that the data volume is reduced by 80% to 90% after data tables are
transferred from the InnoDB storage engine to the TokuDB storage engine. 2 TB of data can

be compressed to 400 GB or less. Aside from data compression, the TokuDB storage engine
supports transaction and online DDL operations. It is also compatible with the applications running

on the MyISAM and InnoDB storage engines.
Restrictions on TokuDB:

+ The TokuDB storage engine does not support foreign keys.

+ The TokuDB storage engine is not applicable to scenarios which require large amounts of data

to be read.

Procedure



1. Run the following command to check the MySQL version:

SELECT version();

2. Run the following command and set | oose_t okudb_buf f er _pool rati o toindicate the

proportion of cache that TokuDB occupies in the shared cache of TokuDB and InnoDB:

sel ect sunm(data |length) into @ll_size frominformati on_schena.
tabl es where engi ne='innodb';
sel ect sunm(data | ength) into @hange_size frominformtion_schema

.tabl es where engi ne='innodb' and concat (tabl e_schema, '.',
table_nane) in (" XX XXXX' , " XX XXXX' , " XX, XXXX');
sel ect round( @hange_si ze/ @l | _si ze*100) ;

Note:

In the preceding command, XX. XXXX indicates the name of the database or table to be

transferred to the TokuDB storage engine.
3. Restart the instance. For more information, see Restart an instance.

4. Run the following command to modify the storage engine:

ALTER TABLE XX. XXXX ENG NE=TokuDB

Note:

In the preceding command, XX.XXXXindicates the name of the database or table to be

transferred to the TokuDB storage engine.

17.14.2 Migrate MySQL data
17.14.2.1 Use mysqldump to migrate MySQL data

This topic describes how to use mysgldump to migrate on-premises data to RDS for MySQL.

Prerequisites

An ECS instance must be activated.

Context

mysqgldump is easy to use but has a long downtime. The tool is suitable for cases with small data

volumes or where a long downtime is allowed.

RDS for MySQL is fully compatible with the native database service. The procedure for migrating
the original database to an RDS for MySQL instance is similar to the procedure for migrating data

from one MySQL server to another.


https://help.aliyun.com/document_detail/26177.html

Before you perform migration, create a migration account in the on-premises database, and grant

the read and write permissions of the database to the migration account.

Procedure
1. Run the following command to create a migration account in the on-premises database:

CREATE USER ' user nane' @ host' | DENTI FI ED BY ' password';
Parameter description:

» username: specifies the account name to be created.
» host: specifies the host of the database which the account logs on to. As an on-premises
user, you can use | ocal host to log on to the database. To log on from any host, you can

use wildcard %

» password: specifies the logon password for this account.

The following example creates an account named W | | i amwith password Changne123 that

is allowed to log on to the on-premises database from any host.

CREATE USER 'W I liaml @% | DENTI FI ED BY ' Changnel23' ;

2. Run the following command to grant permissions to the migration account in the on-premises
database:
GRANT SELECT ON dat abasenane. t abl ename TO ' usernanme' @ host® W TH
GRANT OPTI ON; GRANT REPLI CATI ON SLAVE ON dat abasenane. t abl enane
TO 'usernane' @host' W TH GRANT OPTI ON; GRANT REPLI CATI ON SLAVE ON
dat abasenane. t abl enane TO ' user nane' @ host' W TH GRANT OPTI ON;

Parameter description:

+ privileges: specifies the operation permissions of the account, such as SELECT, INSERT,
and UPDATE. To grant all permissions to the account, use ALL.

+ databasename: specifies the name of the database. To grant all database permissions to
the account, use wildcard *.

+ tablename: specifies the name of the table. To grant all table permissions to the account,
use wildcard *.

» username: specifies the name of the account to be granted permissions.

* host: specifies the host from which the account is authorized to log on to the database. As
an on-premises user, you can use | ocal host to log on to the database. To log on from

any host, you can use wildcard %



+ WITH GRANT OPTION: specifies an optional parameter that enables the account to use the
GRANT command.

In the following command, the account named W | | i amis granted all database and table

permissions, and allowed to log on to the on-premises database from any host:
GRANT ALL ON *. * TO'WIlliam @ % ;

. Use the data export tool of mysgldump to export data in the database as data files.

Note:
Do not update data during data export. This step exports data only. It does no export stored

procedures, triggers, or functions.

mysqgl dunmp -h locallp -u userNane -p --opt --default-character-set=utf8
--hex-bl ob dbNane --skip-triggers > /tnp/dbNane. sql

Parameter description:

+ locallp: specifies the IP address of the on-premises database server.

» userName: specifies the migration account of the on-premises database.
+ dbName: specifies the name of the database to be migrated.

+ /tmp/dbName.sql: specifies the name of the backup file.

. Use mysqldump to export stored procedures, triggers, and functions.

Note:
Skip this step if no stored procedures, triggers, or functions are used in the database. When
you export stored procedures, trigger, and functions, you must remove "definer" to be

compatible with RDS.

nmysqgl dunmp -h locallp -u userName -p --opt --default-character-set=utf8
--hex-bl ob dbNane -R | sed -e "s/DEFINER] ]*=[ [*["*]*\*/\*/" > [tnp/

triggerProcedure. sql
Parameter description:

* locallp: specifies the IP address of the on-premises database server.
» userName: specifies the migration account of the on-premises database.
» dbName: specifies the name of the database to be migrated.

» /tmpltriggerProcedure.sql: specifies the name of the backup file.



5. Upload the data files and stored procedure files to ECS.

The exampile in this topic describes how to upload files to the following path.
[t mp/ dbNane. sql

[tnp/triggerProcedure. sql

6. Log on to ECS and import the data files and stored procedure files to the target RDS for
MySQL instance.

mysqgl -h intranet4exanpl e. mysql.rds. ali yuncs.com —u user Nane -p dbNane

< /tnp/ dbNare. sql

mysqgl -h intranet4exanpl e. mysql.rds. aliyuncs.com -u userNane -p dbNane

< /tnp/triggerProcedure. sqgl
Parameter description:

* intranet4example.mysql.rds.aliyuncs.com: specifies the IP address used to connect to the
RDS for MySQL instance. An internal network IP address is used as an example.

» userName: specifies the migration account of the RDS for MySQL database.

» dbName: specifies the name of the database to be imported.

» /tmp/dbName.sql: specifies the name of the data file to be imported.

» /tmpltriggerProcedure.sql: specifies the name of the stored procedure file to be imported.

17.15 Typical applications

17.15.1 Store multi-structure data
Alibaba Cloud Object Storage Service (OSS) is a cloud-based storage service that features large
capacity, security, low costs, and high reliability. ApsaraDB for RDS and OSS can work together to

form various data storage solutions.

Context
For example, when ApsaraDB for RDS and OSS are used in a forum, resources such as the
images of registered users and posts on the forum can be stored in OSS, reducing the storage

pressure on ApsaraDB for RDS.
The following sample code enables combined use of ApsaraDB for RDS and OSS.

Procedure



. Run the following command to initialize OssAPI:

fromoss.oss_api inmport * endpoint=" 0ss-cn-hangzhou. al i yuncs. conf
accessKeyl d, accessKeySecret="your id","your secret" oss = GssAPI (
endpoi nt, accessKeyld, accessKeySecret)

. Run the following command to create a bucket:

#Set the bucket ACL to Private: res = oss.create_bucket (bucket,”
private") print "%\n%" % (res.status, res.read())

. Run the following command to upload an object:

res = oss.put_object_fromfile(bucket, object, "test.txt") print "%
\n%" % (res.status, res.getheaders())

. Run the following command to obtain the corresponding object:

res = oss.get _object to file(bucket, object, "/filepath/test.txt")
print "9%\n%" % (res.status, res.getheaders())

In the Elastic Compute Service (ECS) application code, the ID of each user is stored in

ApsaraDB for RDS, and the avatar resources are stored in OSS. The Python code is as follows

#! [usr/bin/env python from oss.oss_api inport *

endpoi nt" o0ss-cn-hangzhou. al i yuncs. com accessKeyld, accessKeyS
ecret="your id", "your secret" oss = OssAPI (endpoi nt, accessKeyld,
accessKeySecret)

user_id = nmysql _client.fetch one(sql)#Search for user_id in RDS
#Obtai n the user avatar and download it to the correspondi ng path.
0ss.get _object to file(bucket, object, your_ path/user_id+'.png')
#Process the upl oaded user avatar

0ss. put _object _fromfil e(bucket, object, your_path/user_id+ .png’)



18 KVStore for Redis

18.1 What is KVStore for Redis

KVStore for Redis is an online storage service compatible with the Redis protocol. It supports
multiple data types, such as the string, list, set, sorted set, and hash. It also supports advanced
features such as transactions and subscribe-publish (Sub/Pub). KVStore for Redis meets
persistent storage requirements and provides fast read/write capabilities by using a combined

flash memory and hard disk storage architecture.
You can easily deploy and manage KVStore for Redis on the console.

* You can create an instance to initialize a database.

» Before using the KVStore for Redis instance, you must add IP addresses or CIDR blocks used
for database access to the whitelist of the target instance.

* You can manage instances on the console.

* You can perform a regularly scheduled backup and recovery or a randomly backup and
recovery on the console to ensure data security of the database.

* You can log on to Redis databases through the client tool and manipulate the database by

using SQL statements.

18.2 Quick start
18.2.1 Get started with KVStore for Redis

This topic describes all operations that you can perform on a KVStore for Redis instance, from

creating to logging on to a KVStore for Redis instance.

For more information about the procedure, see Figure 18-1: KVStore for Redis instance operation

flow.
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Alibaba Cloud databases support two types of networks: classic network and Virtual Private

Cloud (VPC). You can create KVStore for Redis instances on different networks.

» Configure a whitelist

Before using a KVStore for Redis instance, you must add the IP addresses or CIDR blocks
used for database access to the whitelist of the target instance. This ensures database security

and stability.

» Configure a password for an instance

If you do not configure a password for the instance when creating the instance, configure a

password on the Instance Information tab page.

» Connect to an instance

You can use a client that supports the Redis protocol or use redis-cli to connect to an instance.

18.2.2 Log on to the KVStore for Redis console
Take the Chrome browser as an example to describe how to log on to the KVStore for Redis

console through the Apsara Stack console as cloud product users.
Prerequisites

» Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l| P addr ess or domai n name

address of the Apsara Stack consol e/manage.

*  We recommend that you use the Chrome browser.

Procedure
1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http:/I P address or domai n nane address of the Apsara Stack consol e/

manage, and then press Enter.

3. Enter the correct username and password.

» The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the

Apsara Stack console for the first time. To improve security, the password must meet the



minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (Ato Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).
4. Click LOGIN to go to the Dashboard page.

5. Choose Console > Database > KVStore.

18.2.3 Create an instance
Alibaba Cloud databases support two types of networks: classic network and Virtual Private Cloud
(VPC). You can create KVStore for Redis instances on different networks. This topic describes

how to use the KVStore for Redis console to create an instance.
Prerequisites
Make sure that you have obtained an account to log on to the KVStore for Redis console.

To use a VPC Redis instance, you must create a VPC in the same region as the KVStore for

Redis instance.

Context

Note:
The network type is specified when the instance is created. It cannot be modified.

Procedure
1. Log on to the KV Store for Redis console.

2. In the upper-right corner of the KVStore for Redis tab page, click Create Instance. Follow the

on-screen tips on the Create Redis Instance page to configure instance parameters.

If you select a VPC Redis instance, you must first create a VPC. For more information about

how to create a VPC, see Create a VPC and a VSwitch in VPC User Guide.

Table 18-1: KVStore for Redis instance parameters

Area Parameter [Description

Region Region Select a region for the KVStore for Redis instance.
Zone Select a zone for the KV Store for Redis instance.

Basic Department | Select a department for the KV Store for Redis instance.

Settings




Area

Parameter

Description

Project

Select a project for the KVStore for Redis instance.

Note:
After you select a project, the KVStore for Redis instance is
accessible only to the members of the selected project. For
more information, see View project members in Apsara Stack
Management Console User Guide.

Instance Architecture | Select an architecture type for the KVStore for Redis instance.
Specificat KVStore for Redis provides cluster and standard architectu
ion res. The cluster architecture is for high performance business
requirements of KVStore for Redis. Running under a single
thread mechanism, the standard architecture is recommended for
businesses that require a performance capacity of lower than 100,
000 QPS. For higher performance, select the cluster architecture.
Node Type | Select a node type for the KVStore for Redis instance.
KVStore for Redis supports the primary/secondary structure.
Service Select the standard or premium package.
Plan The premium package provides instances with advanced
configurations.
Instance Select an instance type.
Specificat | The maximum number of connections and maximum intranet
ion bandwidth vary according to instance types.
Network Network On the Alibaba Cloud platform, a classic network and VPC have
Type the following differences:

+ Classic network: The cloud services on the classic networks
are not isolated. You can configure a security group or whitelist

policy for the cloud service to block unauthorized access.

* VPC: VPCs can help you build an isolated network
environment on Alibaba Cloud. You can customize the routing
table, IP address range, and gateway of a VPC. To achieve
smooth migration of applications, you can use a leased line
or VPN to integrate the on-premises data center and cloud
resources on Apsara Stack into a virtual data center.

Note:
If you select a VPC Redis instance, first you need to create a
VPC. For more information about how to create a VPC, see
Create a VPC and a VSwitch in VPC User Guide.




Area Parameter |Description
Password | Set Configure a password for the instance. You can select Now or
Password | Later. Or you can set a password when you Reset a password.
The password complexity rules are as follows:
* A password must be 8 to 30 characters in length and contain
uppercase and lowercase letters, and numbers.

» It cannot contain any special character.

Instance Instance Enter a name for the instance.

Name Name A name must be 2 to 128 characters in length and contain letters
, humbers, underscores (_), and hyphens (-). It must start with a
letter.

3. Click Create.

After creating the instance, wait for the status of the instance to become Normal.

18.2.4 Configure a whitelist

Before using the KVStore for Redis instance, you must add IP addresses or CIDR blocks used

for database access to the whitelist of the target instance. This ensures database security and

stability.

Context

Correct use of the whitelist improves access security for KVStore for Redis instances. We

recommend that you maintain the whitelist on a regular basis.

Procedure

1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the Instance ID, or click the

e icon in
uls}

the Actions column corresponding to the instance and choose View Details from the shortcut

menu.

3. On the Instance Information tab page, click Change Whitelist.

4. In the Change Whitelist dialog box that appears, modify relevant information as prompted.

IP addresses or CIDR blocks To allow all IP addresses to access the database, set the whitelist

t0 0.0.0.0/0. To disable database access from all IP addresses, set the whitelist to 127.0.0.1.

We recommend that you delete the default IP address 127.0.0.1. Otherwise, the IP addresses

added will be invalid.




Note:
If you enter multiple IP addresses, separate them with commas (do not add spaces before or

after each comma), such as 192.168.0.1,172.16.213.9. A maximum of 1000 |IP addresses can
be added.

5. After setting these parameters, click OK.

18.2.5 Connect to an instance

18.2.5.1 Connect to KVStore for Redis instances from a Redis
client

18.2.5.1.1 Overview

This topic describes how to connect to KVStore for Redis from a Redis client.

Since the database service provided by KVStore for Redis is entirely compatible with the built-in
Redis database service, the connection method is essentially similar. Any Redis-compliant client
can access KVStore for Redis services. You can select any Redis client based on your specific

application needs.

Note:
KVStore for RedisKVStore for Redis allows intranet access from Apsara Stack only. You can

access the KVStore for Redis instance from the Redis client installed on the ECS instances that

share the same node.
For more information about the Redis client, see http.//redis.io/clients.

18.2.5.1.2 Jedis client

This topic describes how to connect to an instance through a Jedis client.

Download Jedis
Click Reference Address.
Example of Jedis single-connection

inmport redis.clients.jedis.Jedis;
public class jedistest {
public static void main(String[] args) {

try {
String host = "xx.kvstore. aliyuncs.conl;//The | P address for

accessing the host is displayed on the Apsara Stack Managenent Consol e

int port = 6379;


http://redis.io/clients
https://github.com/xetorthio/jedis/wiki/Getting-started

Jedis jedis = new Jedi s(host, port);
/1 Aut henti cation information
j edis.aut h("password");//password
String key = "redis";
String value = "aliyun-redis";
/] Sel ect a dat abase (The default value is 0).
jedis.select(1);
/] Configure a key.
j edi s. set (key, value);
Systemout.println("Set Key " + key + " Val ue:
// Cbtain the configured key val ue.
String getvalue = jedis.get(key);
Systemout.println("Get Key " + key + " ReturnValue: " +
get val ue) ;
jedis.quit();
jedis.close();
} catch (Exception e) {
e.printStackTrace();
}

+ val ue) ;

}
}

Example of JedisPool
Configuration file

You can configure the pom configuration file based on the selected client version. Configurations

are as follows:

<dependency>

<groupl d>redi s. cl i ent s</ gr oupl d>
<artifactld>jedis</artifactld>
<versi on>2. 7. 2</ ver si on>
<type>jar</type>
<scope>conpi | e</ scope>

</ dependency>

Files to be added:

i mport org. apache. commons. pool 2. Pool edObj ect ;

i mport org. apache. commons. pool 2. Pool edObj ect Fact ory;

i mport org.apache. comons. pool 2. i npl . Def aul t Pool edbj ect ;

i mport org. apache. commons. pool 2. i mpl . Generi cObj ect Pool Confi g;
inmport redis.clients.jedis.Host AndPort;

i mport redis.clients.jedis.Jedis;

import redis.clients.jedis.JedisPool;

import redis.clients.jedis.JedisPool Config;

Example of Jedis-2.7.2

Jedi sPool Confi g config = new Jedi sPool Config();
[/ Maxi rum nunber of idle connections. You can
custom ze this paranmeter. Ensure that the maxi num nunber of idle
connections does not exceed the maxi num connecti ons of each
KVStore for Redis instance.
confi g. set Maxl dl e(200) ;



/ I Maxi mum nunber of connections. You can custom ze this

paraneter. Ensure that the maxi mum nunber of connections does
not exceed the maxi mum connecti ons of each KVStore for Redis

i nstance.

confi g. set MaxTot al (300) ;

confi g. set Test OnBorrow f al se) ;

config. set Test OnRet urn(fal se);

String host = "*.aliyuncs. conf;
String password = "password”;
Jedi sPool pool = new Jedi sPool (config, host, 6379, 3000,
password) ;
Jedis jedis = null
Try {
jedis = pool . get Resource();
/1l ... do stuff here ... for exanple
jedis.set("foo", "bar");

String foobar = jedis.get("foo");

j edis.zadd("sose", 0, "car");

jedis.zadd("sose", 0, "bike");

Set <String> sose = jedis.zrange("sose", 0, -1);
} finally {

if (jedis ! = null) {

jedis.close();
}

/11 ... when closing your application
pool . destroy();

Examples of Jedis-2.6 and Jedis-2.5

Jedi sPool Confi g config = new Jedi sPool Confi g();
/ I Maxi mum nunber of idle connections. You can
custom ze this paraneter. Ensure that the maxi num nunber of idle
connections does not exceed the maxi num connecti ons of each
KVStore for Redis instance.
confi g. set Maxl dl e(200) ;
/ I Maxi mum nunber of connections. You can custom ze this
paraneter. Ensure that the maxi mum nunber of connections does
not exceed the maxi mum connecti ons of each KVStore for Redis
i nstance.
confi g. set MaxTot al (300);
confi g. set Test OnBorrow f al se) ;
confi g. set Test OnRet ur n(f al se) ;

String host = "*.aliyuncs.conf;

String password = "password”;

Jedi sPool pool = new Jedi sPool (config, host, 6379, 3000,
password) ;

Jedis jedis = null
bool ean broken = fal se;

try {
jedis = pool . get Resource();
/1] ... do stuff here ... for exanple
jedis.set("foo", "bar");

String foobar = jedis.get("foo");

j edis.zadd("sose", 0, "car");

j edis.zadd("sose", 0, "bike");

Set<String> sose = jedis.zrange("sose", 0, -1);
} catch(Exception e) {

br oken = true;
} finally {



i f (broken) {

pool . r et ur nBr okenResource(j edi s);
} elseif (jedis ! = null) {

pool . ret ur nResour ce(j edi s);
}

18.2.5.1.3 phpredis client

Use a phpredis client to connect to an instance.
Download phpredis

Click Reference Address.
Sample connection code

<? php

/* Replace the follow ng parameter values with the nanme of the host
and port nunmber used to connect to the instance. */

$host = "l ocal host";

$port = 6379;

/* Replace the follow ng paraneter values with the instance |ID and
password used to connect to the instance. */

$user = "test _usernane";

$pwd = "test password"

$redis = new Redi s();

if ($redis->connect($host, $port) == false) {

di e($redi s->getLastError());

}
if ($redis->auth($pwd) == false) {
di e($redi s->getLastError());

/* You can perform operations on the database after authentication.
For nore information, see https://github. com phpredi s/phpredis. */
if ($redis->set("foo", "bar") == false) {
di e($redi s->getLastError());

$val ue = $redis->get ("foo");
echo $val ue;
? >

18.2.5.1.4 redis-py client

This topic describes how to use the redis-py client to connect to an instance.
Download redis-py

Click Reference Address.

Sample connection code

#! [usr/bin/env python

#-*-Codi ng: UTF-8 -*-

import redis

#Repl ace the follow ng parameter values with the host and the port
nunber of instance you need to connect to.


https://github.com/phpredis/phpredis
https://github.com/andymccurdy/redis-py

host "l ocal host'

port 6379

#Repl ace the followi ng parameter value with the instance password.
pwd = 'test password

r = redis. StrictRedi s(host=host, port=port, password=pwd)

#You can carry out database operations after you establish a
connection. For nore information, see https://github.conl andynccurdy/
redi s- py

r.set('foo', 'bar');

print r.get('foo")

18.2.5.1.5 C or C++ client

This topic describes how to connect to KVStore for Redis instances through the C or C++ client.

The following example describes how to access the KVStore for Redis instance from the C or C+

+ client.
Download, compile, and install the C client

git clone https://github.conlredis/hiredis.git
cd hiredis

make

sudo make i nst al

Compile the test code

#i ncl ude <stdi o. h>
#i ncl ude <stdlib. h>
#i ncl ude <string. h>
#i ncl ude <hiredis. h>
int main(int argc, char** argv)
unsigned int j;
redi sCont ext *c;
redi sReply *reply;
if (argc < 4) {
printf("Usage: exanple xxx.kvstore. aliyuncs.com 6379
i nstance_i d password\n");
exit(0)

const char *hostname = argv[1];
const int port = atoi(argv[2]);
const char *instance id = argv][3];
const char *password = argv|[4];
struct tinmeval tinmeout = { 1, 500000 }; // 1.5 seconds
¢ = redi sConnect Wt hTi neout (host nane, port, timeout);
if (¢ == NULL || c->err) {
if (c)
printf("Connection error: %\n", c->errstr);
redi sFree(c);
} else {
printf("Connection error: can't allocate redis context\n

.
exit(1);
}
/* AUTH */

reply = redi sCommand(c, "AUTH %", password);
printf("AUTH: 9%\n", reply->str);



freeRepl yObj ect (reply);

[* PING server */

reply = redi sCormand(c, " Pl NG");

printf("PING 9%\n", reply->str);

freeRepl yObj ect(reply);

[* Set a key */

reply = redi sCommand(c, "SET % %", "foo", "hello world");
printf("SET: %\n", reply->str);

freeRepl yObj ect (reply);

/* Set a key using binary safe APl */

reply = redi sCormmand(c, "SET % %", "bar", (size_t) 3, "hello", (
size t) 5);

printf("SET (binary APl): %\n", reply->str);
freeRepl yObj ect (reply);
/[* Try a GET and two | NCR */
reply = redi sCormand(c, "CGET foo");
printf("CGET foo: %\n", reply->str);
freeRepl yQoj ect (reply);
reply = redi sCommand(c, "1 NCR counter");
printf("INCR counter: %1d\n", reply->integer);
freeRepl yObj ect(reply);
[* again ... */
reply = redi sCommand(c, "I NCR counter");
printf("INCR counter: % I1d\n", reply->integer);
freeRepl yObj ect (reply);
/[* Create a list of nunbers, fromO to 9 */
reply = redi sCormand(c, "DEL nylist");
freeRepl yObj ect (reply);
for (int j =0; j < 10; j++) {
char buf[ 64];
snprintf(buf,64,"%",j);
reply = redi sCommand(c, "LPUSH nylist el ement-9%", buf);
freeRepl yObj ect (reply);

/* Let's check what we have inside the list */
reply = redi sCommand(c, "LRANGE nylist 0 -1");
if (reply->type == REDI S_REPLY_ARRAY) {
for (j =0; j <reply->elenents; j++) {
printf("%) %\n", j, reply->elenment[j]->str);

}

freeRepl yQoj ect (reply);

/* Di sconnects and frees the context */
redi sFree(c);

return O;



}

Compile the code

gcc -0 exanple -g exanple.c -1 /usr/local/include/hiredis —lhiredis

Test and run the code

exanpl e xxx. kvstore. aliyuncs.com 6379 instance_id password

18.2.5.1.6 .net client

This topic describes how to connect to the KVStore for Redis instance from the .net client.

The following example describes how to use KVStore for Redis through the .net client.

1. Download and use the .net client.

git clone https://github.com Servi ceStack/ Servi ceSt ack. Redi s

2. Create a . net project.

3. Import a file to the client. Read the file on the client and connect to the instance through

the .net client. The file is in the library file directorySer vi ceSt ack. Redi s/ | i b/t est s.

Sample test code:

usi ng System

usi ng System Col | ecti ons. Generi c;
usi ng System Li ng;

usi ng System Text;

usi ng System Thr eadi ng. Tasks;

usi ng Servi ceSt ack. Redi s;
nanespace ServiceStack. Redi s. Tests

{

cl ass Program

public static void RedisCientTest()

{
host */

, password);

+ val ue) ;

string host = "127.0.0.1";/*I P address of the access
string password = "password";/*Passwor d*/

Redi sCient redisCient = new Redi sClient(host, 6379
string key = "test-aliyun";

string value = "test-aliyun-val ue";

redi sClient. Set (key, val ue);

string listKey = "test-aliyun-list";

System Consol e. WiteLi ne("set key " + key + " value "

string getValue = System Text. Encodi ng. Def aul t.

Get String(redisdient. Get(key));

System Consol e. WiteLi ne("get key " + getVal ue);
Syst em Consol e. Read() ;

}
public static void Redi sPool Cient Test ()

{



string[] testReadWiteHosts = new] {

"redis://password@?27.0.0.1:6379"/*redis://[ password
]@I1 P address to access the instance]:[port nunber]*/

1

Redi sConfi g. Veri f yMast er Connecti ons = fal se;// You
need to set the paraneter to

Pool edRedi sCl i ent Manager redi sPool Manager = new

Pool edRedi sd i ent Manager ( 10/ * Nunber of connection pool s*/, 10/*

Connecti on pool tineout time*/, testReadWiteHosts);

for (int i =0; i <n; i++) {

| Redi sClient redisCient = redi sPool Manager .
GetCient();//Qotain the connection.

Redi sNatived ient redisNativedient = (RedisNativ
eClient)redi sCient;

redi sNativeClient.Client = null; //You cannot
use client setnane for KVStore for Redis. Set Cdient to null.
try
{ . .
string key = "test-aliyunl111";
string value = "test-aliyun-valuellll";
redi sClient. Set (key, val ue);
string listKey = "test-aliyun-list";

redi sCl i ent. Addl t emToLi st (IistKey, value);
System Consol e. WiteLi ne("set key " + key +

" value " + value);
string getValue = redi sCient. GetVal ue(key);
System Consol e. WiteLi ne("get key " +
get Val ue) ;
redi sClient. D spose();//
}
catch (Exception e)
Syst em Consol e. Wi t eLi ne(e. Message) ;
}
}
Syst em Consol e. Read() ;
static void Main(string[] args)
{
/1 Si ngl e connection node
Redi sCl i ent Test () ;
/] Connection pool node
Redi sPool d i ent Test () ;
}
}
}

For more information about port use, see https./github.com/ServiceStack/ServiceStack.Redis.


https://github.com/ServiceStack/ServiceStack.Redis?spm=5176.doc43848.2.11.96TcKJ&file=ServiceStack.Redis

18.2.5.1.7 node-redis client

This topic describes how to connect to KVStore for Redis instances using the node-redis client.
1. Install node-redis.

npminstall hiredis redis

2. Connect the node-redis client to KVStore for Redis instances.

var redis = require("redis"),
client = redis.createCient({detect_buffers: true});
client.auth("password", redis.print)

3. Use KVStore for Redis.

/'l Wite the data.
client.set("key", "OK");
/] Obtain data. A string is returned.
client.get("key", function (err, reply) {
consol e.log(reply.toString()); // print K
1)

[l 1f a buffer is inported, a buffer is returned.

client.get(new Buffer("key"), function (err, reply)
console.log(reply.toString()); // print “<Buffer 4f 4b>

})

cl

ient.quit();

18.2.5.2 Connect to KVStore for Redis through redis-cli

You can use the Redis built-in command line interface (CLI) redis-cli to connect to an instance.

Context

Note:
You can access redis-cli from the Intranet only. It does not support internet access. You can
access and operate cloud databases after you have installed redis-cli on the ECS instances that

share the same node.



* To connect redis-cli to KVStore for Redis, run the following commands:

redis-cli -h [instance connection address] -a [password]

18.3 Manage instances

18.3.1 Create an instance
Alibaba Cloud databases support two types of networks: classic network and Virtual Private Cloud
(VPC). You can create KVStore for Redis instances on different networks. This topic describes

how to use the KVStore for Redis console to create an instance.
Prerequisites
Make sure that you have obtained an account to log on to the KVStore for Redis console.

To use a VPC Redis instance, you must create a VPC in the same region as the KVStore for

Redis instance.

Context

Note:
The network type is specified when the instance is created. It cannot be modified.

Procedure
1. Log on to the KV Store for Redis console.

2. In the upper-right corner of the KVStore for Redis tab page, click Create Instance. Follow the

on-screen tips on the Create Redis Instance page to configure instance parameters.

If you select a VPC Redis instance, you must first create a VPC. For more information about

how to create a VPC, see Create a VPC and a VSwitch in VPC User Guide.

Table 18-2: KVStore for Redis instance parameters

Area Parameter [Description
Region Region Select a region for the KVStore for Redis instance.
Zone Select a zone for the KV Store for Redis instance.
Basic Department | Select a department for the KVStore for Redis instance.
Settings Project Select a project for the KVStore for Redis instance.
Note:




Area

Parameter

Description

After you select a project, the KVStore for Redis instance is
accessible only to the members of the selected project. For
more information, see View project members in Apsara Stack
Management Console User Guide.

Instance
Specificat
ion

Architecture

Select an architecture type for the KVStore for Redis instance.
KVStore for Redis provides cluster and standard architectu

res. The cluster architecture is for high performance business
requirements of KVStore for Redis. Running under a single
thread mechanism, the standard architecture is recommended for
businesses that require a performance capacity of lower than 100,
000 QPS. For higher performance, select the cluster architecture.

Node Type

Select a node type for the KVStore for Redis instance.
KVStore for Redis supports the primary/secondary structure.

Service
Plan

Select the standard or premium package.
The premium package provides instances with advanced
configurations.

Instance
Specificat
ion

Select an instance type.
The maximum number of connections and maximum intranet
bandwidth vary according to instance types.

Network

Network
Type

On the Alibaba Cloud platform, a classic network and VPC have
the following differences:

+ Classic network: The cloud services on the classic networks
are not isolated. You can configure a security group or whitelist

policy for the cloud service to block unauthorized access.

* VPC: VPCs can help you build an isolated network
environment on Alibaba Cloud. You can customize the routing
table, IP address range, and gateway of a VPC. To achieve
smooth migration of applications, you can use a leased line
or VPN to integrate the on-premises data center and cloud
resources on Apsara Stack into a virtual data center.

Note:
If you select a VPC Redis instance, first you need to create a
VPC. For more information about how to create a VPC, see
Create a VPC and a VSwitch in VPC User Guide.

Password

Set
Password

Configure a password for the instance. You can select Now or
Later. Or you can set a password when you Reset a password.
The password complexity rules are as follows:




Area

Parameter

Description

* A password must be 8 to 30 characters in length and contain
uppercase and lowercase letters, and numbers.

+ It cannot contain any special character.

Instance
Name

Instance
Name

Enter a name for the instance.

A name must be 2 to 128 characters in length and contain letters
, humbers, underscores (_), and hyphens (-). It must start with a
letter.

3. Click Create.

After creating the instance, wait for the status of the instance to become Normal.

18.3.2 View instance details

After you create an instance, you can view the instance details in Apsara Stack Management

Console.

Procedure

1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click the icon in

j.-"
L]

the Actions column corresponding to the instance and choose View Details from the shortcut

menu. On the Instance Information tab page, you can view the instance details.

The Instance Information tab page contains Basic Information, Configuration, and

Connection Information. The information contained in each area is displayed as follows.

Table 18-3: Instance Information tab page

Area

Item

Basic Information

* Instance ID
* Name

» Status

* Region

+ Department
* Project

+ Created at
+ Zone

* Network Type




Area Item

* VPC (only if the instance type is VPC)

Configuration « Instance Specification
* Maximum Connections
*  Maximum Bandwidth

* Maintenance Window
*  Whitelist

Connection Information « Address

* Port Number

+ SSL Status (not supported on cluster
instances)

» SSL Expires at (not supported on cluster
instances)

18.3.3 Change the instance name
After you create an instance, you can change the instance name in Apsara Stack Management
Console. You can quickly locate the instance through the instance name.

Procedure
1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click | _ .. |in the Actions column corresponding

to the instance and choose Change from the shortcut menu.

3. In the Edit Instance Information dialog box that appears, enter a new instance name and click

OK.

Note:

* The name must be 2 to 128 characters in length.
* It must start with a letter.

* It can contain letters, numbers, underlines (_), and hyphens (-).

18.3.4 Change instance configurations

KVStore for Redis allows you to change the configurations of an instance.

Context



Note:
Transient disconnections may occur and several errors may be reported when you change

instance configurations. We recommend that you perform this operation during off-peak hours.

Procedure
1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the target instance ID, or click the | _ .

icon in the Actions column corresponding to the instance and choose Change Instance from

the shortcut menu. On the Instance Information tab page, click Change Instance.

3. In the Change Instance dialog box that appears, select the desired Instance Specification

and click OK.

I nst ance changed is displayed. You can use the instance only when the status of the

instance becomes Normal. This process takes a moment to complete.

18.3.5 Configure a whitelist

Before using an instance, you must enable the IP address whitelist. For more information, see

Configure a whitelist.

18.3.6 Set the O&M time

To ensure the stability of KVStore for Redis instances, the backend system irregularly maintains

instances and machines.
Context

Instances enter the Being Maintained state before the preset O&M time on the day of
maintenance. This guarantees instance stability during the maintenance process. When an
instance is in this state, the authorized access to data in the database is not affected. However,
change-related functions in the console (for example, configuration change) are temporarily
unavailable for this instance, whereas query functions such as performance monitoring are still

available.

Note:
After the preset maintenance window time is reached, instances may experience intermittent
interruption during maintenance. We recommend that instances be maintained during off-peak

hours if possible.



Procedure
1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click the | _ .. |icon in

the Actions column corresponding to the instance and choose View Details from the shortcut

menu.
3. On the Instance Information tab page, click Change O&M Time.

4. In the Change O&M Time dialog box that appears, select a Maintenance Time and click OK.

18.3.7 Enable data transmission encryption
To ensure the security of your instance, you can enable the Secure Sockets Layer (SSL)-

encrypted connection after you create the instance.
Context

To enhance link security, you can enable SSL encryption and install SSL CA certificates to
necessary application services. SSL encrypts network connection requests at the transport layer,

which enhances data security but increases the connection response time.

Note:

You cannot use SSL encryption for cluster instances.
Procedure

1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click the icon in

: e
the Actions column corresponding to the instance and choose View Details from the shortcut
menu. The Instance Information tab page is displayed.
3. Click Enable SSL. A message is displayed, indicating that the operation succeeds.
Wait for a while and refresh the Instance Information tab page. Disable SSL and SSL

Certificate Download will appear on the page, indicating the operation succeeds.

18.3.8 Clear instance data
This topic describes how to clear all data for a KVStore for Redis instance in Apsara Stack

Management Console with a single click.

Prerequisites



Note:

This operation clears all data of the instance. The data cannot be restored after being cleared.
Use caution when performing the operation.
Procedure
1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the | _ . | icon in the Actions column

corresponding to the instance and choose Clear from the shortcut menu.

3. In the Clear Instance message that appears, click OK.

18.3.9 Reset a password

If you forget your password or do not configure a password when creating an instance, you can
reset the password of the instance.

Procedure
1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click the | _ .. |icon in

the Actions column corresponding to the instance and choose View Details from the shortcut

menu. The Instance Information tab page is displayed.

3. Click Reset Password. In the Reset Password dialogue box that appears, enter the logon

password, confirm it, and click Submit.

18.3.10 Release an instance
You can release instances through the KVStore for Redis console with a single click. You cannot

recover released instances.

Prerequisites

Note:

Exercise caution when you release an instance. Instances are completely deleted if you release

them.

Procedure

1. Log on to the KV Store for Redis console.



2. Locate the target instance in the instance list, and click ey | Release.
uls]

3. Click OK in the Delete Instance window.

18.3.11 Set parameters
KVStore for RedisAllows you to set some instance parameters. For more information about the

parameters that can be modified, see Parameter settings on the KVStore for Redis instance.

Context
KVStore for Redis is completely compatible with the native database service. The setting method
of the cloud database parameters is similar to that of the local database parameters. You can
modify parameters on the KVStore for Redis console by referring to this example or using other

methods such as redis-cli.

For more information about the database parameter descriptions, see the official documentations

for the corresponding database version by clicking the following links.

* redis.conf for Redis 3.0

» redis.conf for Redis 2.8
Procedure

1. Log on to the KV Store for Redis console.

2. In the instance list, locate the target instance and click the instance ID or choose 6 >
00

Details to go to the Instance Information page.
3. Click the Parameters tab.

4. Select the parameter to be modified and choose > Edit.

5. Modify the parameter value and click Confirm.

18.4 Backup and recovery

As an increasing number of businesses use KVStore for Redis as their primary persistent storage
engine, users need higher reliability for data. KVStore for Redis backup and recovery solutions

have increased data reliability in all respects.


https://raw.githubusercontent.com/antirez/redis/3.0/redis.conf
https://raw.githubusercontent.com/antirez/redis/2.8/redis.conf

18.4.1 Configure automatic backup policies

You can configure an automatic backup policy in the KVStore for Redis console.

Context
An increasing number of applications use KVStore for Redis for persistent storage. Therefore,
regular backup mechanisms are required to quickly restore data in the event of misoperation.
Apsara Stack uses secondary nodes to back up RDB snapshots to protect the performance of
your instance during the backup process. Apsara Stack also provides Apsara Stack Management

Console for convenient custom backup configurations.

Note:
You cannot back up or restore data for cluster instances.
Procedure
1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click the | _ .. |icon in

the Actions column corresponding to the instance and choose View Details from the shortcut

menu.

3. On the Instance Information tab page, click the Backup and Restore tab.
4. Click the Backup Settings tab.

5. Click Change Settings. In the Backup Settings dialog box that appears, configure the

automatic backup cycle and time.

Note:
Backup data is retained for seven days by default and cannot be modified.

6. Click OK.

18.4.2 Manual backup

In addition to regularly scheduled backup, you can also execute manual backup in the console.

Context

Note:

You cannot back up or restore data for cluster instances.

Procedure



1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click the | _ .. |icon in

the Actions column corresponding to the instance and choose View Details from the shortcut

menu.

3. On the Instance Information tab page, click the Backup and Restore tab.
4. Click the Backups tab.

5. Click Create Backup in the upper-right corner.

6. In the Back up Instance message that appears, click OK.

Note:
On the Backups tab page, you can select the time range to query historical backup data.
Backup data is retained for seven days by default. You can query the historical backup data of

the last seven days.

18.4.3 Archive backup data

You can download the backup file of an instance within the last seven days in the console.
Context

Industry regulations and company systems require KVStore for Redis data to be regularly backed
up and archived. KVStore for Redis supports archival of backup data: it automatically stores
automatic or manual backup files on OSS. KVStore for Redis stores backup files on OSS for

seven days. Seven days later, the backup files are automatically deleted.

To archive these backup files for a longer period, you can copy the link in the console and

manually download the database backup files to your local machine.

Note:

You cannot back up or restore data for cluster instances.
Procedure

1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click| _ .. | in the

Actions column corresponding to the instance and choose View Details from the shortcut

menu.



3. On the Instance Information tab page, click the Backup and Restore tab.

4. On the Backups tab page, locate the backup file you want to download, click the | _ .. |icon in

the Actions column corresponding to the backup file, and choose Download from the shortcut

menu.

5. In the message that appears, click OK to download the file to the default local download path.

18.4.4 Restore data

You can use the data restoration function to minimize damage caused by database misoperation.

KVStore for Redis support data restoration from a backup file.

Prerequisites

Note:
+ Data restoration is a risky operation. Verify the accuracy of the data before you perform data
restoration.
* You cannot back up or restore data for cluster instances.
Ensure that data is backed up before data restoration. After executing a backup operation,
KVStore for Redis retains the backup data for seven days by default.
Procedure
1. Log on to the KV Store for Redis console.

2. Locate the target instance in the instance list. Click the instance ID, or click the | _ .. Ticonin
the Actions column corresponding to the instance and choose View Details from the shortcut
menu.

3. On the Instance Information tab page, click the Backup and Restore tab. The Backups tab
page is displayed by default.

4. Select the time range you want to restore data. Click Search. The backup files within that
period are listed.

In order to retrieve backup data, you must have performed a backup operation within the

selected time range.



5. Select the target backup file. Click the | _ .. |icon in the Actions column corresponding to the

backup file and choose Restore from the shortcut menu.

6. In the Restore message that appears, click OK.

18.5 Import data

You can use the redis-cli tool to import the append-only file (AOF) file that contains the KVStore
for Redis data to KVStore for Redis.

Context

Redis-cli is the Redis built-in command line interface (CLI). KVStore for Redis allows you to use
redis-cli to import existing data to KVStore for Redis for seamless data migration.

Note:

+ KVStore for Redis only allows intranet access from Apsara Stack. This solution applies to ECS
in Apsara Stack only. If your KVStore for Redis is not deployed on the ECS instance in Apsara
Stack, you need to copy the original AOF file to the ECS instance. Then perform the following
operations on the ECS.

» Redis-cli is the built-in Redis CLI. If you cannot use redis-cli on ECS, you need to download

and install Redis to use redis-cli.

Perform the following steps if you have created a KVStore for Redis instance on ECS in Apsara
Stack:

Procedure
1. Enable the AOF function for the current KVStore for Redis instance. Skip this step if this

function is already enabled for the instance.

# redis-cli -h old instance_ ip -p old instance port config set
appendonl y yes

2. Use the AOF file to import data to the new KVStore for Redis instance (assume that the

generated AOF file is named append.aof).

# redis-cli -h aliyun_redis_instance_ip -p 6379 -a password --pipe <
appendonl y. aof

Note:



If the AOF function is not required for the original KVStore for Redis instance, run the following

command to disable the AOF function after data is imported:

# redis-cli

appendonly no

18.6 Commands supported by KVStore for Redis

-h old_instance_ip -p old_instance_port config set

KVStore for RedisKVStore for Redis is compatible with Redis 3.0 and can run GEO commands if

Redis 3.0 is used. For more information about KVStore for Redis commands, see http./redis.io/

commands.

Supported command operations

Key String Hash List Set SortedSet
DEL APPEND HDEL BLPOP SADD ZADD
DUMP BITCOUNT HEXISTS BRPOP SCARD ZCARD
EXISTS BITOP HGET BRPOPLPUSH]| SDIFF ZCOUNT
EXPIRE BITPOS HGETALL LINDEX SDIFFSTORE [ ZINCRBY
EXPIREAT DECR HINCRBY LINSERT SINTER ZRANGE
MOVE DECRBY HINCRBYFLO [LLEN SINTERSTOR | ZRANGEBYSC
AT E ORE
PERSIST GET HKEYS LPOP SISMEMBER | ZRANK
PEXPIRE GETBIT HLEN LPUSH SMEMBERS |ZREM
PEXPTREAT [GETRANGE |HMGET LPUSHX SMOVE ZREMRANGEH
YRANK
PTTL GETSET HMSET LRANGE SPOP ZREMRANGEH
YSCORE
RANDOMKEY [INCR HSET LREM SRANDMEMBHE ZREVRANGE
R
RENAME INCRBY HSETNX LSET SREM ZREVRANGEB
YSCORE
RENAMENX [INCRBYFLOA | HVALS LTRIM SUNION ZREVRANK
T
RESTORE MGET HSCAN RPOP SUNIONSTOR|ZSCORE
E



http://redis.io/commands
http://redis.io/commands

Key String Hash List Set SortedSet
SORT MSET - RPOPLPUSH [SSCAN ZUNIONSTOR
E
TTL MSETNX - RPUSH - ZINTERSTOR
E
TYPE PSETEX - RPUSHX - ZSCAN
SCAN SET - - - ZRANGEBYLE
X
OBJECT SETBIT - - - ZLEXCOUNT
- SETEX - - - ZREMRANGEH
YLEX
- SETNX - - - -
- SETRANGE |- - - -
- STRLEN - - - -
HyperLogLo| Pub/Sub Transactio | Connection | Server Scripting Geo
g n
PFADD PSUBSCRIB|DISCARD |AUTH FLUSHALL |EVAL GEOADD
E
PFCOUNT | PUBLISH EXEC ECHO FLUSHDB |EVALSHA |GEOHASH
PFMERGE |PUBSUB MULTI PING DBSIZE SCRIPT GEOPOS
EXISTS
- PUNSUBS |UNWATCH |[QUIT TIME SCRIPT GEODIST
CRIBE FLUSH
- SUBSCRIBE| WATCH SELECT INFO SCRIPT GEORADIUS
KILL
- UNSUBSCR | - - KEYS SCRIPT GEORADIUS
IBE LOAD
BYMEMBER
- - - - CLIENT - -
KILL
- - - - CLIENT - -
LIST
- - - - CLIENT - -
GETNAME




HyperLogLo| Pub/Sub Transactio | Connection | Server Scripting Geo

g n

- - - CLIENT - -
SETNAME

- - - CONFIG - -
GET

- - - MONITOR |- -

- - - SLOWLOG |- -

Commands temporarily unavailable

Keys Server

MIGRATE BGREWRITEAOF

- BGSAVE

CONFIG REWRITE

CONFIG SET

CONFIG RESETSTAT

COMMAND

COMMAND COUNT

COMMAND GETKEYS

COMMAND INFO

DEBUG OBJECT

DEBUG SEGFAULT

LASTSAVE

ROLE

SAVE

SHUTDOWN

SLAVEOF

SYNC




Commands not supported by cluster instances

Transaction Scripting Connection Keys List
DISCARD EVAL SELECT MOVE BLPOP
EXEC EVALSHA - SCAN BRPOP
MULTI SCRIPT EXISTS |- - BRPOPLPUSH
UNWATCH SCRIPT FLUSH |- - -
WATCH SCRIPT KILL - - -
- SCRIPT LOAD - - -
Commands restricted for cluster instances
Keys Strings Lists Sets Sorted Sets |HyperLoglLog
RENAME MSETNX RPOPLPUSH |SINTERSTOR [ZUNIONSTOR [ PFMERGE
E E
RENAMENX |- - SINTER ZINTERSTOR |-
E
- - - SUNIONSTOR]| - -
E
- - - SUNION - -
- - - SDIFFSTORE |- -
- - - SDIFF - -
- - - SMOVE - -

Note:

Restricted commands only support scenarios where the operational key is distributed in a single

hash slot. You do not have the ability to merge data from multiple hash slots. Because of this,

this method ensures that the key for the hash tag you need is distributed to only one hash slot.

For example, if there are three keys, key1, aakey, and abkey3, the storage method needs to use

{key}1, aa{key}, and ab{key}3 to effectively call the restricted command. . For information how to

use the hash tag, see the Official Redis Documentation.



http://redis.io/commands

19 ApsaraDB for MongoDB

19.1 What is ApsaraDB for MongoDB

ApsaraDB for MongoDB is a stable, reliable, and automatically scalable database service that is
fully compatible with MongoDB protocols. The service offers a full range of database solutions,

such as disaster recovery, backup, restoration, monitoring, and alarms.
ApsaraDB for MongoDB provides the following features:

» Automatically creates a three-node ApsaraDB for MongoDB replica set and provides ready-to-
use advanced functions such as disaster recovery switchover and failover. Users are not aware

of the functions.

» Allows you to back up and restore databases with a single click. You can perform convention
al database backup and database rollback with a single click on the ApsaraDB for MongoDB

console.

» Provides up to 20 performance metrics for monitoring and alarm functions, giving you a full

view of database performance.

* Provides visual data management tools for convenient operations and maintenance.

19.2 Instructions

You need to know the limits and guidelines before you use ApsaraDB for MongoDB.

To ensure the stability and security of ApsaraDB for MongoDB instances, pay attention to the

limits described in Table 19-1: ApsaraDB for MongoDB limits.

Table 19-1: ApsaraDB for MongoDB limits

Operation Limit

Create a database copy + The system automatically creates a three-
node replica set.

« The primary and secondary nodes are
provided to you. The standby node is hidden
from you.

« Secondary nodes cannot be manually
created by users.

Restart a database Instances must be restarted on the ApsaraDB
for MongoDB console.




19.3 Quick start
19.3.1 Procedure

Before you use Alibaba Cloud ApsaraDB for MongoDB for the first time, read Instructions. Before

using the new instance that you bought, you must complete the following operations:

Create Instances Set IP Whitelists Start to Use MongoDB

Create instances suitable for your business To ensure database security and stability, after Connect to MongoDB through DMS, Mongo Shell,
requirements. Choose the network type, you create an instance, add the IP addresses or and MongoDB drivers. You can start to use
memory, CPU, storage space, and so on. segments that need to access the database to MongoDB now.

the IP whitelist.

19.3.2 Log on to the ApsaraDB for MongoDB console
Take the Chrome browser as an example to describe how to log on to the ApsaraDB for MongoDB

console through the Apsara Stack console as cloud product users.
Prerequisites

» Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l| P addr ess or domai n nane

address of the Apsara Stack consol e/manage.

*  We recommend that you use the Chrome browser.

Procedure
1. Open your browser.

2. In the address bar, enter the access address of the Apsara Stack console in the format of
http://l P address or domai n name address of the Apsara Stack consol e/

manage, and then press Enter.
3. Enter the correct username and password.
* The system has a default super administrator with the username super and password super

. The super administrator can create system administrators, and system administrators can

create other system users and notify them of their default passwords by SMS or email.



* You must change the password of your username as instructed when you log on to the

Apsara Stack console for the first time. To improve security, the password must meet the

minimum complexity requirements, that is to be 8 to 20 characters in length and contain at

least two types of the following characters: English uppercase/lowercase letters (A to Z or a

to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).

4. Click LOGIN to go to the Dashboard page.

5. In the menu bar, choose Console > Database > ApsaraDB for MongoDB.

19.3.3 Create an instance

This topic describes how to create an instance in the ApsaraDB for MongoDB console.

Prerequisites

Before logging on to the ApsaraDB for MongoDB console, ensure that you have applied for an

account.

Procedure

1. Log on to ApsaraDB for MongoDB.

2. Click Create Instance in the upper-right corner. On the Create MongoDB Instance page that

appears, set the parameters as prompted.

Table 19-2: Parameter description describes the parameters for creating an instance.

Table 19-2: Parameter description

Category Parameter Description

Basic Settings | Department The department to which the instance belongs.
Project The project to which the instance belongs.
Region The region where the instance is located.
Zone The zone of the instance.

Network Type Network Type The network type of the instance. An ApsaraDB for

MongoDB instance supports the following network
types:

* O assic Network: The cloud services on a classic
network are not isolated, and unauthorized access
can be blocked only by the security group or whitelist
policy of the cloud services.




Category

Parameter

Description

* VPC: VPCs help you build an isolated network
environment on Alibaba Cloud. You can customize
the route table, IP address range, and gateway in
a VPC. We recommend that you select VPC for
enhanced security.

To set Network Type to VPC, you must have created
a VPC. Alternatively, you can set Network Type to

Classic Network and change it to VPC after creating

the instance.

Specifications

Node
Specifications

The specification of the instance. An ApsaraDB
for MongoDB instance supports the following
specifications:

+ Three-Member Replica Set: The instance uses
dedicated memory and I/O resources while sharing
CPU and storage resources with other general
instances on the same physical machine.

» Exclusive Specifications: The instance uses
dedicated CPU, memory, storage, and I/O
resources. The performance of this instance can
remain stable for a long period of time and will not be
affected by the behaviors of other instances on the
same physical machine.

The highest level of exclusive specifications is
Dedicated Hosts. This specification type allows an
instance to use all resources of a physical machine

exclusively.

* Dedicated Hosts

Storage Space

The storage space of the instance. The storage space
contains the space for data, system files, binlog files,
and transaction files.

Password
Settings

Set Password

The password for logging on to the ApsaraDB for
MongoDB instance. You can select Now to set the
password immediately or Later to set the password
later by using the password reset feature. For more
information, see Reset a password.

The password must meet the following requirements:




Category Parameter Description

» Consists of English letters, digits, or underscores ().

+ Contains 6 to 32 characters.

Instance Name |Instance Name |The instance name. It must be 2 to 256 characters in
length and start with an English letter. It can contain
English letters, underscores (_), hyphens (-), and digits.

3. After the configurations are complete, click Create.

19.3.4 Set a whitelist

Before you use an ApsaraDB for MongoDB instance, you need to add IP addresses or IP
segments used for database access to the whitelist of the instance. Configuring the whitelist
improves database security and stability. Correct use of the whitelist can enhance access security

protection for ApsaraDB for MongoDB. We recommend that you maintain the whitelist regularly.
Context

The system creates a default whitelist group for each instance. This whitelist group can

be modified or cleared, but cannot be deleted. After a new instance is created, the system
automatically adds the IP address 0.0.0.0/0 to the default whitelist group. When the IP address
0.0.0.0/0 is on the whitelist, the instance is accessible from any IP address. To secure your

database, delete the IP address 0.0.0.0/0 from the whitelist.

When the IP address 127.0.0.1 is on the whitelist, no IP addresses or IP address segments are
allowed to access the instance. Check that the IP address 127.0.0.1 is not on the whitelist before

you add any IP address of IP address segment for accessing the instance.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click an instance ID to go to the Basic Information page.
3. In the left-side navigation pane, choose Security Control > Whitelist Settings to go to the
Whitelist page.

4. On the Whitelistpage, click Modify Whitelist in the upper-right area. In the displayed Allow

Access to IP Addresses dialog box, follow the on-screen tips to configure parameters.

Enter IP addresses that are allowed to access the instance. Separate IP addresses with

commas (,).



Note:
When you enter multiple IP addresses, separate them with commas (no space before or after

each comma), for example, 192.168.0.1,172.16.213.9.

5. After you configure the parameters, click Confirm.

19.3.5 Obtain the seven elements required to connect to an
instance

ApsaraDB for MongoDB provides connection addresses for two nodes in a three-node replica set.
You can use the addresses to access an ApsaraDB for MongoDB instance. This section describes

how to obtain the elements to connect to an instance.
Context
To access an ApsaraDB for MongoDB instance, obtain the following seven elements:

* Instance username
+ Password
* Replica set name

* Domain name addresses and port numbers of the two nodes
Procedure

1. Log on to ApsaraDB for MongoDB.

2. Click an instance ID to go to the Basic Information page.

3. In the left-side navigation pane, click Database Connections. On the Network Information
page, six elements are displayed, including username, replica set name, and domain name
addresses and port numbers of the two nodes. Figure 19-1: Network information shows the six

elements.

Table 19-3: Element description describes the elements that are used to connect to an

instance.



Figure 19-1: Network information

] Sw:tch to VPC

Network Information 0

Network Type: Classic Network Replica Set Name

dds- mongodb.env6.shuguang-ops.com:3717 e dds- mongodb.env6.shuguang-ops -:cme

The client uses the Connection String URI to connect to the instance (the **** section is replaced with the ord): mongodb://root:***@dds-
mongodb.env6.shuguang-ops.com:3717 dds- mongodb.env6.shuguang-ops.com 3717r licaSet=mgset-4102

Use Mongo Shell to connect to instance: mongo mongodb://root:***@dds- mongodb.env6.shuguang-ops.com 3716

mongodb.env6.shuguang-ops.com:3717/admin?replicaSet=mgset-4102

Table 19-3: Element description

Element Description

Replica set name Marked as 1 in the previous figure.
Name of Node 1 Marked as 2 in the previous figure.
Name of Node 2 Marked as 3 in the previous figure.
Default account for initial logon to a Marked as 4 in the previous figure.

database: root

Default account name for database Marked as 5 in the previous figure.
connection: admin

Database connection port: 3717 Marked as 6 in the previous figure.

E] Note:

The password for database connection is set when you create an instance. For information

about how to change this password, see Reset a password.

19.3.6 Use Mongo shell to connect to an instance
You can create an instance, configure the whitelist, and obtain the seven elements required for
instance connection. This section describes how to use Mongo shell to connect to an ApsaraDB

for MongoDB instance.
Prerequisites

» Before you use Mongo shell to connect to an ApsaraDB for MongoDB instance, you need to
check that Mongo shell and the instance you want to connect to are deployed on the ECS

instances within the same region and use the same type of networks.



* You must use Mongo shell 3.0 or later versions to connect to an ApsaraDB for MongoDB
instance. Otherwise, authentication fails.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click an instance ID to go to the Basic Information page.

3. In the left-side navigation pane, click Database Connections. On the Network Information
page, six elements are displayed, including username, replica set name, and domain name

addresses and port numbers of the two nodes.

For more information about how to obtain the elements, see Obtain the seven elements

required to connect to an instance.
4. On the ECS, run the mongo command to connect to an ApsaraDB for MongoDB instance.

Exampe:

mongo --host dds-xxxx. mongodb. rds. al i yuncs. com 3717 -u root -p
123456 --authenticati onDat abase adnin

19.4 Manage instances

19.4.1 Create an instance

This topic describes how to create an instance in the ApsaraDB for MongoDB console.

Prerequisites
Before logging on to the ApsaraDB for MongoDB console, ensure that you have applied for an
account.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click Create Instance in the upper-right corner. On the Create MongoDB Instance page that

appears, set the parameters as prompted.

Table 19-4: Parameter description describes the parameters for creating an instance.

Table 19-4: Parameter description

Category Parameter Description

Basic Settings | Department The department to which the instance belongs.

Project The project to which the instance belongs.




Category

Parameter

Description

Region

The region where the instance is located.

Zone

The zone of the instance.

Network Type

Network Type

The network type of the instance. An ApsaraDB for

MongoDB instance supports the following network

types:

Cl assi ¢ Net wor k: The cloud services on a classic
network are not isolated, and unauthorized access
can be blocked only by the security group or whitelist
policy of the cloud services.

VPC: VPCs help you build an isolated network
environment on Alibaba Cloud. You can customize
the route table, IP address range, and gateway in

a VPC. We recommend that you select VPC for
enhanced security.

To set Network Type to VPC, you must have created
a VPC. Alternatively, you can set Network Type to
Classic Network and change it to VPC after creating

the instance.

Specifications

Node
Specifications

The specification of the instance. An ApsaraDB
for MongoDB instance supports the following
specifications:

Three-Member Replica Set: The instance uses
dedicated memory and I/O resources while sharing
CPU and storage resources with other general
instances on the same physical machine.

Exclusive Specifications: The instance uses
dedicated CPU, memory, storage, and I/O
resources. The performance of this instance can
remain stable for a long period of time and will not be
affected by the behaviors of other instances on the
same physical machine.

The highest level of exclusive specifications is
Dedicated Hosts. This specification type allows an
instance to use all resources of a physical machine

exclusively.

Dedicated Hosts




Category Parameter Description

Storage Space | The storage space of the instance. The storage space
contains the space for data, system files, binlog files,
and transaction files.

Password Set Password | The password for logging on to the ApsaraDB for
Settings MongoDB instance. You can select Now to set the
password immediately or Later to set the password
later by using the password reset feature. For more
information, see Reset a password.

The password must meet the following requirements:

+ Consists of English letters, digits, or underscores (_).
» Contains 6 to 32 characters.

Instance Name |Instance Name |The instance name. It must be 2 to 256 characters in
length and start with an English letter. It can contain
English letters, underscores (_), hyphens (-), and digits.

3. After the configurations are complete, click Create.

19.4.2 View instance details
You can view the details of an instance, such as the basic information, internal network connection
information, running status, and configurations. This section describes how to view instance
details.

Procedure
1. Log on to ApsaraDB for MongoDB.

2. You can go to the Instance Details page in either of the following ways:

+ Click aninstance ID to go the Basic Information page.
* In the Actions column of the target instance, click =/ > Query Details. On the Basic

o0

Information page, view basic information about the instance.

19.4.3 Restart an instance
You can manually restart an instance when the number of connections exceeds the threshold or

any performance issue occurs on the instance. This section describes how to restart an instance.

Context

Note:



A restart will disconnect the instance. Make appropriate service arrangements before you restart
an instance and take caution when you perform this operation.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click an instance ID to go to the Basic Information.
3. In the Actions column of the target instance, click £& > Restart Instance. In Restart

MongoDB, click Confirm to restart the instance.

19.4.4 Change specifications
You can change the specifications of an instance, such as the memory and storage space, if the
specifications are too high or cannot meet the performance requirements of an application.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. In the Actions column of the target instance, click £¢ > Change Specifications. In the

displayed Change MongoDB Specifications dialog box, configure the parameters.

When you change specifications, you can set Node Specifications and Storage Space of an

instance.

3. Specify the specifications and click Confirm.

19.4.5 Switch to VPC

ApsaraDB for MongoDB supports classic networks and Virtual Private Clouds (VPCs). You can

switch between two types of networks as required.

Context
The differences between a classic network and a VPC are outlined as follows:

» Classic network: The cloud service in a classic network is not isolated at the network layer
. Unauthorized access is blocked only by the security group or whitelist policy of the cloud
service.

* VPC: A VPC helps you to build an isolated network environment on Alibaba Cloud. You can
customize the route table, IP address segment, and gateway on a VPC. In addition, you can
combine your data center and cloud resources in Apsara Stack into a virtual data center

through a leased line or VPN to migrate applications to the cloud smoothly.



Note:

To use a VPC to create an ApsaraDB for MongoDB instance, make sure that the instance and

VPC are in the same region.

Procedure

1.

2,

Log on to ApsaraDB for MongoDB.
Click an instance ID to go to the Basic Information page.

In the left-side navigation pane, click Database Connection to go to the Network Information
page.

On the Network Information page, click Switch to VPC. The Switch to VPC page is
displayed.

Specify a VPC and the associated VSwitch based on the description on the Switch to VPC

page. Then, click Confirm.

19.4.6 Change an instance name

To facilitate management, you can change instance names. This topic describes how to change

the name of an instance.

Procedure

1.

2,

Log on to ApsaraDB for MongoDB.

Click 2¢ in the Actions column corresponding to the target instance and choose Change
Instance Name from the shortcut menu. The Change Instance Name page appears.

In the | nst ance Nane field, enter a new instance name.

Click OK.

Note:

* The instance name must start with an English letter.

* The instance name must be 2 to 256 characters in length. It can contain English letters,

underscores (_), hyphens (-),

* and digits.

5. After the parameters are set, click OK.



19.4.7 Reset a password
This section describes how to reset your password on the ApsaraDB for MongoDB console as

needed.

Context

Note:
For your data security, we recommend that you change your password periodically.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click an instance ID to go to the Basic Information page.
3. On the Basic Information page, click Reset Password in the upper-right area and configure

parameters in the displayed Reset Password dialog box.

Table 19-5: Password resetting parameters describes the parameter configurations.

Table 19-5: Password resetting parameters

Parameter Description

Logon Password The password can be 6 to 32 characters in length and can
contain letters, digits, and underscores ().

Confirm Password The password can be 6 to 32 characters in length and can
contain letters, digits, and underscores (_).

4. After you configure the parameters, click OK.

19.4.8 Release an instance
You can manually release an instance as needed. This section describes how to manually release
an instance.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. In the Actions column of the target instance, click £¢ and select Delete. In Delete MongoDB,

click Confirm.



19.5 Security
19.5.1 Set a whitelist

Before you use an ApsaraDB for MongoDB instance, you need to add IP addresses or IP
segments used for database access to the whitelist of the instance. Configuring the whitelist
improves database security and stability. Correct use of the whitelist can enhance access security

protection for ApsaraDB for MongoDB. We recommend that you maintain the whitelist regularly.
Context

The system creates a default whitelist group for each instance. This whitelist group can

be modified or cleared, but cannot be deleted. After a new instance is created, the system
automatically adds the IP address 0.0.0.0/0 to the default whitelist group. When the IP address
0.0.0.0/0 is on the whitelist, the instance is accessible from any IP address. To secure your

database, delete the IP address 0.0.0.0/0 from the whitelist.

When the IP address 127.0.0.1 is on the whitelist, no IP addresses or IP address segments are

allowed to access the instance. Check that the IP address 127.0.0.1 is not on the whitelist before

you add any IP address of IP address segment for accessing the instance.

Procedure

1. Log on to ApsaraDB for MongoDB.

2. Click an instance ID to go to the Basic Information page.

3. In the left-side navigation pane, choose Security Control > Whitelist Settings to go to the
Whitelist page.

4. On the Whitelistpage, click Modify Whitelist in the upper-right area. In the displayed Allow
Access to IP Addresses dialog box, follow the on-screen tips to configure parameters.

Enter IP addresses that are allowed to access the instance. Separate IP addresses with

commas (,).

Note:
When you enter multiple IP addresses, separate them with commas (no space before or after

each comma), for example, 192.168.0.1,172.16.213.9.

5. After you configure the parameters, click Confirm.

19.5.2 Audit logs

Context



Audit logs record all operations that a client performs on the connected database. They provide
reference for fault analysis, behavior analysis, and security auditing. You can perform log auditing
to obtain information about data execution for analysis purposes. Audit logs are necessary for the

monitoring of core businesses such as Finance Cloud.

Note:
Audit logs are stored for seven days, and are automatically cleared after seven days.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click the ID of the target instance to go to the Basic Information page.
3. In the left-side navigation pane, chooseSecurity Control > Audit Logto go to the Audit Log
page.
4. On the Audit Log page, query or export files.

* Query: Query audit logs based on the time range, database name, database account name,

or executed statement.
+ File List: Click this button to list audit log files.

+ Export File: Click this button to export audit log files.

19.6 Monitoring information
The ApsaraDB for MongoDB console provides abundant performance metrics for you to
conveniently check the running status of instances. You can check instance monitoring data on
the ApsaraDB for MongoDB console.

Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click aninstance ID to go to the Basic Information page.
3. In the left-side navigation pane, select Monitoring Information.

You can select a time range to query historical metrics. Table 19-6: Metrics describes the

various metrics.



Table 19-6: Metrics

Metric

Description

Monitoring

frequency

Monitoring period

CPU Utilization

The instance CPU
utilization

300s

30 days

Memory Utilization

The instance memory
utilization

300s

30 days

IOPS Usage

The IOPS used by the
instance, including:

» Data disk IOPS
* Log disk IOPS

300s

30 days

IOPS Utilization

The percentage of the
IOPS volume used
by the instance to the
maximum available
IOPS volume

300s

30 days

Disk Space Usage

The total disk space
used by the instance,
including:

» Total used space
* Data size

* Log size

300s

30 days

Disk Space Utilization

The percentage of the
total space used by
the instance to the
maximum available
space permitted by
the specifications

300s

30 days

opcounters

Operation QPS count

on the instance,

including:

* The number of
insert operations

e The number of
query operations

300s

30 days




Metric

Description

Monitoring

frequency

Monitoring period

* The number of
delete operations
e The number of
update operations
* The number
of getmore
operations
* The number
of command
operations

connections

The current number
of connections to the
instance

300s

30 days

cursors

The number of
cursors currently
used by the instance,
including:

* Number of
currently opened
cursors

* Number of expired

cursors

300s

30 days

network

The network traffic
of the instance,
including:

* Inbound traffic

e Outbound traffic

* The number
of processed
requests

300s

30 days

globalLock

The length of the
instance queue
waiting for global lock,
including:

* Length of the
instance queue

300s

30 days




Metric

Description

Monitoring

frequency

Monitoring period

waiting for global
read lock

* Length of the
instance queue
waiting for global
write lock

* Length of the
instance queue
waiting to perform
operations on the
global lock

wiredTiger

The cache indicators
of the wiredTiger
engine of an instance,
including:

* Volume of data
read to the cache

» Capacity of the
disk with data
written from the
cache

*  Maximum
available
disk capacity
configured

300s

30 days

19.7 Backup and recovery

19.7.1 Automatic backup

ApsaraDB for MongoDB allows you to specify backup settings and automatically backs up data

based on the settings

Procedure

1. Log on to ApsaraDB for MongoDB.

2. Click an instance ID to go to the Basic Information page.




3. In the left-side navigation pane, choose Backup and Restore > Backup Management. On

the displayed Backups page, click the Backup Settings tab and click Set. On the displayed

Backup Settings page, specify parameters.

Table 19-7: Backup policy parameters describes the parameter configurations.

Table 19-7: Backup policy parameters

Parameter

Description

Retention Period (Days)

Number of days for retaining data backups.
The value range is from 1 to 30 days. Default
value: 7 days.

Backup Period

One or multiple days in a week.

Backup Time

Any period of time in a day, in hours.

4. After you complete the configuration, click Confirm.

19.7.2 Back up an instance manually

This section describes how to manually back up an ApsaraDB for MongodDB instance.

Procedure

1

2,

19.7

. Log on to ApsaraDB for MongoDB.

Backup and Restore page is displayed.

.3 Search for backups

Click an instance ID to go to the Basic Information page.

In the left-side navigation pane, choose Backup and Restore > Backup Management. The

On the Backup and Restore page, click the Backups tab.

Click Back Up Instance. In Back Up Instance, click OK.

This section describes how to search for an instance backup.

Procedure

1

. Log on to ApsaraDB for MongoDB.

2. Click an instance ID to go to the Basic Information page.

3. In the left-side navigation pane, choose Backup and Restore > Backup Management.The

Backup and Restore page is displayed.




4,

On the Backup and Restore page, click the Backups tab, specify a time range, and click

Search to search for the backups generated in the specified time range.

Click ‘4% in the leftmost column of a backup list to take the following operations:

100
* Download: Download the backup files that are generated in the specified time range. For
more information, see Backup download.
» Data Restore: Restore data from the backup files that are generated in the specified time
range. For more information, see Restore data.
» Create Instance from Backup Point: Create an instance from a specified backup point. For
information, see Create an instance from a backup point. For information about how to

create an instance, see Create an instance.

19.7.4 Restore data

The data restore feature minimizes losses caused by misoperations on the database. Apsara for

MongoDB allows you to restore data from a backup set.

Context

Note:

The Apsara for MongoDB rollback operation will overwrite the data. After a rollback, the data

cannot be restored to the time point before the rollback. Please perform a rollback with caution.

Procedure

1.
2,

Log on to ApsaraDB for MongoDB.
Click the ID of the target instance to go to the Basic Information page.

In the left-side navigation pane, choose Backup and Recovery > Backup Management. The

Backup and Recovery page appears.
Click the Backup List tab.

In the Actions column corresponding to the target backup list, click 2¢ and choose Data

Recovery from the shortcut menu. In the Data Recovery dialog box that appears, click OK.

19.7.5 Backup download

ApsaraDB for MongoDB allows you to download backup files on the ApsaraDB for MongoDB

console.

Procedure



1. Log on to ApsaraDB for MongoDB.
2. Click an instance ID to go to the Basic Information page.

3. In the left-side navigation pane, select Backup and Restore > Backup Management to go to

the Backup and Restore page.
4. Click the Backups tab.

5. In the Actions column of the backup list, click 25 Download.

6. In the displayed Download dialog box, click Confirm to download the backup file to a local

device.

19.7.6 Create an instance from a backup point

You can use a backup file to create a new instance as needed. The new instance contains all the

data in the backup set.

Context

Note:
The storage space of the new instance must be equal to or greater than that of the source
instance.
Procedure
1. Log on to ApsaraDB for MongoDB.
2. Click an instance ID to go to the Basic Information page.

3. In the left-side navigation pane, choose Backup and Restore > Backup Management. The

Backup and Restore page is displayed.

4. Click the Backups tab.

5. In the Actions column of the target backup , click [5&/ and select Create Instance from Backup
Point. In Create Instance from Backup Point, click OK to go to the Create Instance page.

For more information about how to create an instance, see Create an instance.



20 KVStore for Memcache

20.1 What is KVStore for Memcache

KVStore for Memcache is a memory-based cache service that supports high-speed access to
large volumes of small data. KVStore for Memcache can greatly cut down the load on back-end

storage, and speed up the response of websites and applications.

KVStore for Memcache supports the key-value data structure. KVStore for Memcachecan

communicate with clients compatible with the Memcached protocol.

KVStore for Memcache supports out-of-the-box deployment. It also relieves the loads of dynamic
Web applications on databases through the cache service, thus improving the overall response

speed of the website.

Similar to local self-built Memcached databases, KVStore for Memcache is also compatible

with the Memcached protocol and user environments. You can use ApsaraDB for Memcache
directly. The difference is that the hardware and data of ApsaraDB for Memcache are deployed
on the cloud, which provides complete infrastructure, network security, and system maintenance

services.

20.2 Limits

Before using KVStore for Memcache, you need to understand the limits listed in the following table

Limit Description

Data type KVStore for Memcache supports only data formatted as key-value pairs and
does not support complex data types such as array, map, and list.

Data reliability KVStore for Memcache stores data in the memory, and does not guarantee
that the cached data is never lost. Therefore, KVStore for Memcache is
unsuitable for storing data that requires high consistency.

Data size KVStore for Memcache supports a maximum of 1 KB in key size and 1 MB
in value size for a single piece of cached data. KVStore for Memcache is
unsuitable for storing sizable data.

Transaction KVStore for Memcache does not support transactions. Therefore, KVStore
support for Memcache is unsuitable for storing transaction data. Such data must be
written directly to the database.




Limit

Description

Scenarios

When data access traffic is evenly distributed, and there is no obvious
hotspot or less popular data, a large number of access requests cannot

hit the cached data in KVStore for Memcache. Therefore, KVStore for
Memcache does not effectively function as the database cache. You must
give full consideration to the data access requirements of the business model
when selecting the database cache.

Data deletion
policy

Each key in KVStore for Memcache expires at a user-defined time. After
expiration, the key becomes inaccessible. The space occupied by the
expired key is not recycled immediately after expiration, but is recycled at 02
:00 every day.

Data expiration

Like open-source Memcached, KVStore for Memcache adopts the Least

policy Recently Used (LRU) algorithm to determine whether data expires. Expired
data is not deleted and the space occupied by the expired data is not
recycled immediately after expiration, but is recycled by a background
program periodically.

Connection The KVStore for Memcache server does not automatically close idle client

processing connections.

Data expiration

We recommend that you control and manage the key expiration time.

20.3 Quick start

20.3.1 Start to use KVStore for Memcache

This topic describes how to perform a series of operations from creating an instance to logging on

to a database. This helps you understand how to operate a KVStore for Memcache instance.

» Log on to the KVStore for Memcache console

This topic describes how to log on to the KVStore for Memcache console.

» Create an instance

KVStore for Memcache supports two types of networks: classic network and VPC. You can

create KVStore for Memcache instances of different network types.

« Set a whitelist

To ensure database security and stability, you need to add IP addresses or IP address

segments used for database access to the whitelist of the destination instance before using

KVStore for Memcache.

* Reset a password




If you did not configure a password for the instance when you created the instance, configure a
password on the Instance Information page.

» Connect to your instance from a client

You can use a client that supports the Memcached protocol to connect to an instance.

20.3.2 Log on to the KVStore for Memcache console

This topic describes how to log on to the KVStore for Memcache console.
Prerequisites

+ Before logging on to the Apsara Stack console, make sure that you obtain the IP address
or domain name address of the Apsara Stack console from the deployment personnel. The
access address of the Apsara Stack console is http://l| P addr ess or donmi n nane

address of the Apsara Stack consol e/manage.

*  We recommend that you use the Chrome browser.

Procedure
1. Open your browser.
2. In the address bar, enter the access address of the Apsara Stack console in the format of
http:/l P address or donmai n nane address of the Apsara Stack consol e/
manage, and then press Enter.

3. Enter the correct username and password.

* The system has a default super administrator with the username super and password super
. The super administrator can create system administrators, and system administrators can
create other system users and notify them of their default passwords by SMS or email.

* You must change the password of your username as instructed when you log on to the
Apsara Stack console for the first time. To improve security, the password must meet the
minimum complexity requirements, that is to be 8 to 20 characters in length and contain at
least two types of the following characters: English uppercase/lowercase letters (Ato Z or a
to z), numbers (0 to 9), or special characters (such as exclamation marks (!), at signs (@),

number signs (#), dollar signs ($), and percent signs (%)).
4. Click LOGIN to go to the Dashboard page.
5. In the top navigation bar, choose Console > Database > KVStore.

6. Click the KVStore for Memcache tab.



20.3.3 Create an instance
KVStore for Memcache supports two types of networks: classic network and VPC. You can create
KVStore for Memcache instances of different network types. This topic describes how to create an

instance in the KVStore for Memcache console.
Prerequisites

+ Atleast one ECS instance is required for activating KVStore for Memcache.

* To create a KVStore for Memcache instance of the VPC type, you must first create a VPC.
Then, create the instance in the same region as the VPC.
Procedure
1. Log on to the KV Store for Memcache console.
2. Click Create Instance in the upper-right corner.

3. In the Create Memcache Instance dialog box that appears, select a network type and

complete other settings.

Table 20-1: Parameter description

Category Parameter Description

Region Region The region where the KVStore for Memcache
instance is located.

KVStore for Memcache allows only intranet access.
Make sure the KVStore for Memcache instance and
ECS are in the same region.

Zone The zone where the KVStore for Memcache instance
is located.

KVStore for Memcache allows only intranet access.
Make sure the KVStore for Memcache instance and
ECS are in the same zone.

Basic Settings Department The department to which the KVStore for Memcache
instance belongs.

Project The project to which the KVStore for Memcache
instance belongs.

Note:
After a project is selected, the KVStore for
Memcache instance is accessible only to the
members of the selected project. For more




Category Parameter Description
information, see View project members in Apsara
Stack Console User Guide.

Instance Instance The instance specification.

Specification

Specification

The maximum number of connections and maximum
intranet bandwidth vary depending on different
instance specifications.

Network

Network Type

The network type of the instance. On the Alibaba
Cloud platform, a classic network and a VPC have
the following differences:

+ Classic network: The cloud services on a classic
network are not isolated. Unauthorized access
can be blocked only by the security group or

whitelist policy of the cloud services.

* VPC: VPCs help you build an isolated network
environment in Alibaba Cloud. You can customize
the routing table, IP address range, and gateway
in a VPC. In addition, you can combine your on-
premises IDC with cloud resources in the Alibaba
Cloud VPC through a leased line or VPN to
migrate applications smoothly to the cloud.

If you want to set the network type to VPC, you must
first create a VPC. For more information, see Create
a VPC and a VSwitch in VPC User Guide.

Password

Set Password

The password for accessing the instance. You

can select Configure Now to set the password
immediately or Configure After Creation to set the
password later by using the password reset feature.
For more information, see Reset a password.

The password complexity rules are as follows:

* A password must be 8 to 30 characters in length.
* It can contain uppercase letters, lowercase letters
, and digits at the same time. It cannot contain

special characters.

Instance Name

Instance Name

The instance name.

The instance name must contain 2 to 128 characters
in length. The name cannot contain special
characters such as at signs (@), forward slashes (/),
colons (:), equal signs (=), double quotation marks




Category Parameter Description

("), angle brackets (<>), square brackets ([]), curly
brackets ({}), or spaces.

4. Click Create.

After creating the instance, wait until the instance status becomes Normal.

20.3.4 Set a whitelist

To ensure database security and stability, you need to add IP addresses or IP address segments
used for database access to the whitelist of the destination instance before using KVStore for

Memcache. This topic describes how to set a whitelist.

Context

Correct use of the whitelist improves access security for KVStore for Memcache. We recommend

that you maintain the whitelist on a regular basis.

Note:

+ The ECS instance whose IP address is added to the whitelist must be in the same region as
the KVStore for Memcache instance.

» To enable applications to access multiple KVStore for Memcache instances from the same
ECS instance, bind the IP address of the ECS instance to multiple KVStore for Memcache
instances.

Procedure
1. Log on to the KV Store for Memcache console.

2. In the instance list, click an instance ID or choose | _ .. |> Details from the shortcut menu.

The Instance Information page appears.
3. Click the Security Settings tab.
4. Click Add Whitelist Group or the modify icon next to the default whitelist group.
5. In the Modify Whitelist dialog box that appears, set parameters as prompted.

Enter the IP addresses or IP address segments that can access the KVStore for Memcache
instance. To allow all IP addresses to access the instance, set the whitelist to 0.0.0.0/0. To

disable instance access from all IP addresses, set the whitelist to 127.0.0.1. We recommend



that you delete the default IP address 127.0.0.1 from the whitelist. If you do not delete this IP

address, other IP addresses or IP address segments that you add will not take effect.

Note:
If you enter multiple IP addresses or IP address segments, separate them with commas (no
space before or after each comma), such as 192.168.0.1,172.16.213.9. For a single instance,

a maximum of 1,000 IP addresses can be added.

6. After the parameters are set, click OK.

20.3.5 Connect to an instance from a client
20.3.5.1 Overview

Any client compatible with the Memcached protocol can access KVStore for Memcache. Each
Memcached client has its own characteristics. You can select any Memcached client that supports
Simple Authentication and Security Layer (SASL) and Memcached Binary Protocol based on your

application characteristics.

The Memcached clients described in the following sections can interact smoothly with KVStore for

Memcache, and therefore are recommended for use.

Note:

The third-party open-source clients described in the following sections are not provided by
Alibaba Cloud and may contain defects. Developers must ensure the quality of the clients on their
own. Alibaba Cloud is not held liable for any direct or indirect faults or losses arising from the

clients.

20.3.5.2 Java: Spymemcache
Use Java: Spymemcache to connect to an instance.
Context

Download a client

« Client download URL
« About the client

» Client version


http://central.maven.org/maven2/net/spy/spymemcached/2.12.1/spymemcached-2.12.1.jar
https://code.google.com/archive/p/spymemcached/
https://code.google.com/p/spymemcached/downloads/list

Java sample code

Procedure

1. Prepare the Java development environment. Log on to an existing Alibaba Cloud ECS instance
and install Java Development Kit (JDK) and a commonly used integrated development

environment (IDE) such as Eclipse on the instance.

+ Java JDK Download URL
+ Eclipse (Download URL 1, Download URL 2)

2. The first sample code is as follows. Copy the Java code to the Eclipse project.

Note:
You must download a JAR package from a third party to call the ApsaraDB for Memcache
cache service. Otherwise, you cannot compile the code. With this JAR package added, the

code can be compiled.

OcsSample1.java sample code (username and password required)

i mport java.io.l OException;
i mport java.util.concurrent.Executi onExcepti on;
i mport net.spy. mencached. Addr Uti |
i mport net.spy. mencached. Connecti onFact or yBui | der;
i mport net.spy. nencached. Connecti onFact or yBui | der. Prot ocol ;
i mport net.spy. nencached. Menctachedd i ent;
i mport net.spy. mencached. aut h. Aut hDescri pt or;
i nport net.spy. nencached. aut h. Pl ai nCal | backHandl er;
i mport net.spy. mencached. i nternal . Operati onFut ure;
public class CcsSanpl el {
public static void main(String[] args) {
final String host = "XXXXXXXX. M Yyyyyyyyyy. ocCs.
al i yuncs.cont';//"Internal network address" displayed on the console.
final String port = "11211"; //Default port: 11211
No changes required.
final String usernane = "XXXXXXXXX";//"Access
account"” di splayed on the consol e.
final String password
provided in the e-nmail
Mencachedd i ent cache = nul |

try {
Aut hDescri ptor ad = new Aut hDescri pt or (new
String[]{"PLAIN'}, new Pl ainCall backHandl er (user nane, password));
cache = new Mentachedd i ent (
new Connect i onFact or yBui

"nmy_password";//" Password"

| der (). set Prot ocol (Protocol . Bl NARY)
. set Aut hDescr i pt or (ad)
.bui ld(),
Addr Uti | . get Addresses(host + ":" +
port));
System out. println("OCS Sanpl e Code");
// Save a value with the "ocs" key to
ApsaraDB for Mentache to facilitate data verification and
r eadi ng.


http://www.oracle.com/technetwork/java/javase/downloads/index.html
http://download.eclipse.org/
http://www.onlinedown.net/soft/32289.htm

String key = "ocs";
String value = "Qpen Cache Service, from
www. Al i yun. con';
int expireTime = 1000; // Expiration tine,
in
seconds. The countdown starts fromwhen data is witten. After
expi reTi ne
el apses, the data expires and cannot be read.
Oper at i onFut ur e<Bool ean> future = cache. set
(key, expireTinme, value);
future.get(); // The spynmentached set ()
met hod i s asynchronous. The future. get()
operation starts after the cache.set() operation is conpleted. You
can al so choose to execute both operations at the sane tine.
/| Save severa
val ues to ApsaraDB for Mentache and you can view the statistics
on the ApsaraDB for Mentache consol e.
for(int i=0;i<100;i++){
key="key-" +i ;
val ue="val ue-" +i
[/ Performthe Set operation and save

the value to the cache.

expireTinme = 1000; // Expiration
time,
i n seconds.

future = cache. set (key, expireTine,
val ue) ;

future.get(); // WMake sure that
the previous (cache.set()) operation has

been conpl et ed.
}

Systemout. println("Set operation conpleted

") ;
[/ Performthe Get operation and read the
value with the "ocs" key from

t he cache.
Systemout. println("Get operation: "+cache.
get (key)); ,
} catch (1 Oexception e) {
e.printStackTrace();
} catch (InterruptedException e) {
e.printStackTrace();
} catch (ExecutionException e) {
e.printStackTrace();
if (cache ! = null) {
cache. shut down() ;
}
}/ I eof
}

OcsSample2.java sample code (username and password not required)

i mport java.io.| OException;
i mport java.util.concurrent.Executi onExcepti on;
i mport net.spy. mencached. Addr Ut |
i mport net.spy. mencached. Bi nar yConnecti onFact ory;
i nport net.spy. nencached. Mencachedd i ent ;
i mport net.spy. mencached. i nternal . Operati onFut ure;
public class CcsSanpl e2 {



public static void main(String[] args) {

final String host = "XXXXXXXX. M yyyyyyyyyy.ocs. aliyuncs.com
"“; [/"Internal network address” displayed on the console

final String port = "11211"; //Default port: 11211. No changes
required.

Mencachedd i ent cache = null;

try {

cache = new Mentachedd i ent (new Bi naryConnecti onFactory(),

Addr Uti | . get Addresses(host + ":" + port));

System out. println("OCS Sanpl e Code");

/] Save a value with the "ocs" key to ApsaraDB
for Mentache to facilitate data verification and readi ng.

String key = "ocs";

String value = "Open Cache Service, fromww.Aliyun.cont;

int expireTime = 1000; // Expiration tine, in seconds. The
countdown starts fromwhen data is witten. After expireTime el apses
, the data
expi res and cannot be read.

Oper at i onFut ur e<Bool ean> future = cache. set (key, expireTi ne
, val ue);

future.get();

/| Save several val ues
to ApsaraDB for Mentache and you can view the statistics on the
ApsaraDB for Mentache consol e.

for (int i =0; i < 100; i++) {
key = "key-" + i;
val ue = "value-" + i;

[/ Performthe Set operation
and save the value to the cache.
expireTinme = 1000; //Expiration
time, in seconds.
future = cache. set (key, expireTinme, value);
future.get();

}
Systemout. println("Set operation conpleted!'") ;
/] Perform
the Get operation and read the value with the "ocs" key fromthe

cache.
Systemout.println("Get operation: " + cache. get(key));
} catch (I Oexception e) {
e.printStackTrace();
} catch (InterruptedException e) {
e.printStackTrace();
} catch (Executi onException e) {
e.printStackTrace();

if (cache ! = null) {
cache. shut down() ;

}
}/ 1 eof
}

3. Modify the instance ID and internal network address in OcsSample1.java opened in Eclipse

based on your instance information.



4. After the information is modified, you can run your program. Run the main function. The
following result is displayed in the console window under Eclipse (ignore the red INFO

debugging information that may be displayed).

OCS Sanpl e Code
Set operation conpl et ed!
Get operation: Open Cache Service, fromww.Aliyun.com

20.3.5.3 PHP: memcached

Use PHP: memcached to connect to an instance.

Context

Download a client
 Download a client

* About the client

e Client version

System requirements and environment configuration

Note:
If you already have a PHP Memcache environment, pay attention to the tips in the tutorial.
Otherwise, your production environment may be overwritten and services may become
unavailable. We recommend that you back up your data before upgrading or compiling the

environment.

ApsaraDB for Memcache for Windows

If the environment cannot be established using the standard PHP Memcached extensions, you
can splice packets manually to access KVStore for Memcache. For connection methods, see
the following link. The sample code is simple compared to PHP Memcached. It only supports
mainstream interfaces, so you need to perform additional operations to use it with other specific

interfaces. For installation and usage methods, click here.

On a CentOS or Alibaba Cloud Linux 6 operating system,

Note:
Memcached 2.2.0 extensions must use Libmemcached 1.0.x libraries. Libraries earlier than 1.0

cannot be compiled. To compile Libmemcached, use GCC version 4.2 or later.


https://docs-aliyun.cn-hangzhou.oss.aliyun-inc.com/cn/ocs/0.1.9/assets/libmemcached-1.0.16.gz
http://pecl.php.net/support.php
http://pecl.php.net/package/memcached
https://github.com/ronnywang/PHPMemcacheSASL

1. Check whether gcc-c++ and other components are installed (use the gcc —v command to
check whether GCC version 4.2 or later is used). If the components are not installed, run the

yum install gcc+ gcc-c++ command.

2. Runtherpm —ga | grep php command to check whether the PHP environment is ready.
If not, run the yum i nstal | php-devel php-conmon php-cli command to install PHP

with source code compiling.

PHP 5.3 or later is recommended. The PHP 5.2 source code contains the zend_parse
_parameters_none function, which may cause errors. If you need to use the function, read the
official PHP documentation. If you compile the source code, follow the official PHP compiling

and upgrading methods.

3. Check whether SASL-related environment packages are installed. If not, run the yum
install cyrus-sasl-plain cyrus-sasl cyrus-sasl-devel cyrus-sasl-lib

command to install SASL-related environments.

4. Check whether the Libmemcached source code package is installed. If not, run the following

command to install it (Libmemcached 1.0.18 is recommended):

wget https://launchpad. net/|i brmencached/ 1. 0/ 1. 0. 18/ +downl oad/
|'i brencached-1.0.18.tar. gz

tar zxvf libnencached-1.0.18.tar.gz

cd |i bmentached-1.0. 18

./configure --prefix=/usr/local/libnmenctached --enabl e-sasl

make

make i nstall

cd ..

5. Runtheyuminstall zlib-devel command to install the Memcached source code

package (Memcached 2.2.0 is recommended).

Note:

» Before installing Memcached, check whether there are any zlib-devel packages to be

executed.

* You must first check whether the Memcached client package (including the source code
package) is installed. If the Memcached client package has been installed, recompile it to

add the -enable-memcached-sas| extension.

wget http://pecl.php. net/get/ nmencached-2.2.0.tgz

tar zxvf mencached-2.2.0.tgz

cd mentached-2.2.0

phpi ze (If the system has

two PHP environnents, you nust call the comand by specifying
t he absol ute path /usr/bin/phpize, which is the PHP environnent
path for using KVStore for Mentache.)



./configure --with-Iibmencached-dir=/usr/local/librmencached --
enabl e- mrentached-sasl (Pay attention to this paraneter.)

make

make install

6. Run the locate command to find the php.ini file. If the system has two PHP environments,
locate the PHP environment path for usingkVStore for Memcache, and add ext ensi on=
mencached. so nenctached. use_sasl = 1 to the php.inifile in this path.

7. Test whether the production environment is successfully deployed by using the test code
provided at the end of the page. Replace the address, port number, username, and password

in the test code with actual ones.
On a CentOS or Alibaba Cloud Linux 5 (64-bit) operating system

1. Check whether gcc-c++ and other components are installed. If not, run the yum i nstal | gcc
+ gcc- c++ command.

2. Runtherpm —qa | grep php command to check whether the PHP environment is ready in
the system. If not, run the yum i nstal | php53 php53-devel command to install PHP with
source code compiling. If the PHP environment has been prepared, skip this step. PHP 5.3 or

later is recommended.

The PHP 5.2 source code contains the zend_parse_parameters_none function, which may
cause errors. If you need to use the function, see the PHP official documentation.

3. Runtheyuminstall cyrus-sasl-plain cyrus-sasl cyrus-sasl-devel cyrus-

sasl -1 i b command to install SASL-related environments.

4. Check whether Libmemcached (including the source code package) is installed. If not, run the
following command to install Libmemcached (Libmemcached 1.0.2 is recommended):
wget http://launchpad. net/|i bmencached/ 1. 0/ 1. 0. 2/ +downl oad/
I'i brencached-1.0.2.tar. gz
tar -zxvf |ibmencached-1.0.2.tar.gz
cd |ibnencached-1.0.2
./configure --prefix=/usr/local/libmencached --enabl e-sasl
make

make i nstal |
cd ..

5. Runtheyuminstall zlib-devel command to install the Memcached source code

package (Memcached 2.0 is recommended).

Note:

» Before installing Memcached, check whether there are any zlib-devel packages to be

executed.



* You must first check whether the Memcached client package (including the source code
package) is installed. If the Memcached client package has been installed, recompile it to

add the -enable-memcached-sas| extension.

wget http://pecl.php.net/get/ nencached-2.0.0.tgz tar -zxvf
menctached-2. 0. 0.t gz

cd mentached-2.0.0

phpi ze (If the system has

two PHP environnents, you nust call the command by specifying
t he absol ute path /usr/bin/phpize, which is the PHP environnent
path for using KVStore for Mentache. Run the phpize command in
t he Mentached source

code directory.)

./configure --wi th-Iibmencached-dir=/usr/local/libnmencached --
enabl e- mrentached-sasl (Pay attention to this paraneter.)

make

make install

6. Run the locate command to find the php.ini file, which is in /etc/php.ini for yum installation. If

the system has two PHP environments, you must locate the PHP environment path for using
ApsaraDB for Memcache, and add ext ensi on=nentached. so nmentached. use_sasl =
1 to the php.ini file in this path.

Run the php —m | gr ep nmentached command. If the displayed result includes "memcache”,
ApsaraDB for Memcache is supported in the environment.

Test whether the production environment is successfully deployed by using the test code
provided at the end of the page. Replace the address, port number, username, and password

in the test code with actual one.

On an Ubuntu Debian operating system

1.

Change the Ubuntu source.

Solution 1: Runthe vi m / et ¢/ apt/ sour ce. | i st command and add the following content

at the beginning of the file:

deb http://mrrors.aliyun.com ubuntu/ precise main restricted
uni verse multiverse

deb http://mrrors.aliyun.com ubuntu/ precise-security main
restricted universe nultiverse

deb http://mrrors.aliyun.com ubuntu/ precise-updates main
restricted universe nultiverse

deb http://mrrors.aliyun.com ubuntu/ precise-proposed main
restricted universe nultiverse

deb http://mrrors.aliyun.com ubuntu/ precise-backports main
restricted universe nultiverse

deb-src http://mrrors.aliyun.com ubuntu/ precise nain restricted
uni verse nul tiverse

deb-src http://mrrors.aliyun.com ubuntu/ precise-security nmain
restricted universe nultiverse

deb-src http://mrrors. aliyun.com ubuntu/ precise-updates main
restricted universe nultiverse



deb-src http://mirrors.aliyun.confubuntu/ precise-proposed nain
restricted universe nultiverse
deb-src http://mrrors.aliyun.com ubuntu/ precise-backports main
restricted universe nultiverse
apt-get update //Update the I|ist.
Solution 2: Runthe wget http://oss. al i yuncs. conf al i yunecs/ updat e_sour ce.
zi p command to download and decompress the update_source package. Run the chnod 777
fil e name command to grant the file execution permission, and run the script to automatically
change the source.

2. Run the ape- get command to configure GCC and G++.

You must first run the dpkg -s installation package nanme command (for example,
dpkg -s gcc)to check whether gcc-c++ and other components are installed. If the
components are not installed, run the apt - get bui |l d-dep gcc apt-get install

bui | d-essenti al command.

3. Install php5 and php5-dev.

You must first run dpkg —s installation package name command (for example, dpkg —s php) to
check whether PHP and other components are installed. If the components are not installed,
run the apt-get install php5 php5-dev command (php5-cli and php5-common are

automatically installed at the same time).

4. Install and configure SASL support.

You must first run the dpkg -s installation package name command (for example,
dpkg -s li bsasl 2)to check whether libsasl2 cloog-ppl and other components are installed.
If they are not installed, run the following command:

apt-get install I|ibsasl2-dev cl oog-ppl
cd /usr/local/src

5. Run the following command to install Libmemcache of the specified version:

Note:
Before running the command, check whether the specified package (including the source code

package) is installed. If yes, skip this step.

wget https://launchpad. net/li bmencached/ 1. 0/ 1. 0. 18/ +downl oad/
| i brenctached-1. 0. 18.tar. gz

tar -zxvf |ibmencached-1.0.18.tar. gz

cd |i bmentached-1. 0. 18

./configure --prefix=/usr/local/libmentached

make

make install



cd ..

6. Run the following command to install Memcached of the specified version:

Note:
Check whether the Memcached client package (including the source code package) has been
installed. If the Memcached client package has been installed, recompile it to add the -enable-

memcached-sasl| extension.

wget

http://pecl. php. net/ get/ nmencached-2.2.0.tgz
tar zxvf mencached-2.2.0.tgz

cd nmenctached-2.2. 0 phpi ze5

./configure --with-1ibmentached-dir=/usr/local/libnmencached --
enabl e- rentached- sasl

make

make install

7. Configure PHP to support Memcached and then test the configuration.

echo "extensi on=nmenctached. so" >>/etc/php5/conf. d/ pdo. i ni
echo "nentached. use_sasl = 1" >>/etc/php5/conf. d/pdo.i ni
php -m | grep nmem nmentached

If this component is displayed, the installation and configuration are complete.
PHP sample code

Example 1: Establish a connection with KVStore for Memcache and perform the Set and

Get operations

<? php
$connect = new Mentached; //Declare a new Menctached connecti on.
$connect - >set Opt i on(Mentached: : OPT_COWVPRESSI ON, fal se); //Disable the
conpr essi on function.
$connect - >set Opt i on( Mentached: : OPT_BI NARY_PROTOCOL, true); //Use the
bi nary protocol.
$connect - >set Opt i on( Mentached: : OPT_TCP_NODELAY, true); //Note: PHP
Mentached has

a bug that causes a fixed |latency of 40 ns when there is no Get val ue
. Set this paraneter to prevent this bug.
$connect - >addSer ver (' aaaaaaaaaa. m yyyyyyyyyyy. ocs. al i yuncs. com, 11211

); [/ Add
the address and port nunber of the ApsaraDB for Mentache i nstance.
$connect - >set Sasl Aut hDat a(' aaaaaaaaaa', 'password'); //Set the

Apsar aDB for
Mentache account and password for authentication. Skip this step if
the password-free feature is enabl ed.

$connect - >set ("hel l 0", "world");

echo 'hello: ', $connect->get("hello");

$connect - >qui t () ;



Example 2:KVStore for Memcache Cache an array in MEMCACHE

<? php

$connect = new Mentached; //Declare a new Mentached connecti on.

$connect - >set Opt i on( Mentached: : OPT_COVPRESSI ON, fal se); //Disable the

conpr essi on function

$connect - >set Opt i on( Mentached: : OPT_BI NARY_PROTOCOL, true);//Use the

bi nary protocol

$connect - >set Opt i on( Mentached: : OPT_TCP_NODELAY, true); //Note: PHP

Mentached has a bug that causes a fixed | atency of 40 nms when there is

no Get value. Enable this paraneter to prevent this bug.

$connect - >addSer ver (' XXXXXXXX. m yyyyyyyy. ocs. al i yuncs. com , 11211);//

Add the address and

port nunber of the ApsaraDB for Mentache instance.

$connect - >set Sasl Aut hDat a(' xxxxxxxx', ' bbbbbbbb');//Set the ApsaraDB

for Mentache account

and password for authentication. Skip this step if the password-free

feature i s enabl ed.

$user = array(
"name" => "ocs",
"age" => 1,
"sex" => "mal e"

); //Declare an array.

$expire = 60; //Set an expiration tine.

t est ($connect - >set (' your _nane', $user, $expire), true, 'Set cache failed

")

i f($connect->get (' your_nane')){

$result =S$connect - >get (' your _nane');

}el se{

echo "Return code: ", $connect->get Resul t Code();

echo "Return Message:", $connect->get Resul t Message (); //If an error

is returned, parse the return code.

$resul t=" ";

print_r($result);
$connect ->qui t () ;
function test($val, $expect, $nsQ)

i f($val! = $expect) throw new Exception($nsg);

? >
Example 3: use KVStore for Memcache together with a MySQL database

<? php

$connect = new Mentached; //Declare a new Menctached connecti on.

$connect - >set Opt i on( Mentached: : OPT_COVWPRESSI ON, false);//Disable the

conpr essi on function.

$connect - >set Opt i on( Mentached: : OPT_BI NARY_PROTOCOL, true);//Use the

bi nary protocol

$connect - >set Opt i on( Mentached: : OPT_TCP_NODELAY, true); //Note: PHP
Mentached has a bug that causes a fixed |atency of 40 ns when there is
no Get value. Set this paraneter to prevent this bug.

$connect - >addSer ver (' XxXxXxXX. m yyyyyyyy. ocs. al i yuncs. conl, 11211);// Add
t he i nstance address

and port number.

$connect - >set Sasl Aut hDat a(' xxxxxx', 'ny_passwd');//Set the

ApsaraDB for Mentache account and password for authentication. Skip



this step if the password-free feature is enabl ed.
$user = array(
n narTe" :> n OCSII ,
"age" => 1,
n seXIl :> n rral ell
); //Define an array.
i f($connect->get (' your _nane'))

$result =$connect - >get (' your _nane');
print_r($result);
echo "Found in OCS, get data fromQCS*; //If the value is
avail abl e, the value source is displayed as ApsaraDB for Mentache.
exit;

}
el se
echo "Return code:", $connect->get Resul t Code();
echo "Return Message:", $connect->get Result Message ();// Throw t he

return code.
$db_host =' zzzzzz. nysql . rds. al i yuncs. com ; //Dat abase address.
$db_nane=' ny_db'; / | Dat abase nane.
$db_user nane=' db_user'; / | Dat abase user nane.
$db_password='db_passwd' ; // Dat abase password.
$connect i on=nysql _connect ( $db_host, $db_user nane, $db_password) ;
if (! nysql_sel ect_db($db_nanme, $connection))

echo ' Coul d not sel ect database'; //An error is thrown
i f the dat abase connection fails.
exit;

}

$sgl = "SELECT nane, age, sex FROM test1 WHERE nane = 'ocs'"
$result = nysql _query($sqgl, $connection);

while ($row = nysqgl _fetch_assoc($result))

{

$user = array(
"name" => $rowf "nane"],
"age" => $rowf "age"],
"sex" => $row "sex"],
)i
$expire = 5; //Set the value expiration tinme in the cache.
t est ($connect - >set (' your _nane', $user, $expire), true, 'Set cache
failed'); //Wite the
value to the ApsaraDB for Mentache cache.

nysql _free_result($result);
nysql _cl ose($connecti on);

print_r($connect->get('your_nane')); //Print the val ue obtai ned.
echo "Not Found in CCS,get data from MySQ."; //Confirmthe val ue
obt ai ned fromthe database.

$connect ->qui t () ;

function test($val, $expect, $nmsQg)

i f($val! = $expect) throw new Exception($nsg);
}



20.3.5.4 Python

Use Python to connect to an instance.
Download a client

» Client download URL
» About the client

» Client version
Environment configuration

Dependent on Bmemcached (SASL extensions supported). To download Bmemcached, click here

Python sample code

#! [usr/bin/env python

i mport brentached

client = bnencached.ient(('ip:port'), 'user', 'passwd)
print client.set('key', 'valuell111111111")

print client.get('key")

20.3.5.5 C#/. NET: EnyimMemcached

Use C#/. NET: EnyimMemcached to connect to an instance.
Download a client

* Client download URL
* About the client

» Client version
C#l. NET sample code

usi ng System Net ;

usi ng Enyi m Cachi ng;

usi ng Enyi m Cachi ng. Confi gurati on;
usi ng Enyi m Cachi ng. Mentached;
nanespace OCS. Mentached

public seal ed cl ass MenCached

{
private static MencachedC ient MenCient;

static readonly object padl ock = new object();
/I Thread-saf e single instance node.
public static MentachedC ient getlnstance()

if (MenOient == null)

| ock (padl ock)


https://github.com/jaysonsantos/python-binary-memcached/releases
https://github.com/jaysonsantos/python-binary-memcached
https://github.com/jaysonsantos/python-binary-memcached/releases
https://github.com/jaysonsantos/python-binary-memcached
https://github.com/jaysonsantos/python-binary-memcached
https://github.com/enyim/EnyimMemcached/releases/tag/emc2.12
https://github.com/enyim/EnyimMemcached/wiki
https://github.com/enyim/EnyimMemcached/releases

if (MenClient == null)
MenClientlnit();

}
} .
return MenClient;

}
static void MenCientlnit()

/llnitialize the cache.
Mentachedd i ent Confi gurati on memConfi g = new MenctachedC
i entConfiguration();
| PAddr ess newaddress =
| PAddr ess. Par se(Dns. Get Host Entry
("your_ocs_host"). AddressList[0]. ToString());//Replace your_ocs_h
ost with the ApsaraDB for Mentache internal network address.
| PEndPoi nt i pEndPoi nt = new | PEndPoi nt (newaddr ess, 11211);
[/l Configuration file - |IP address.
mentConfi g. Servers. Add(i pEndPoi nt) ;
/1 Configuration file - protocol.
menConfi g. Prot ocol = MentachedPr ot ocol . Bi nary;
/1l Configuration file - perm ssion.
menConfi g. Aut henti cati on. Type = typeof (Pl ai nText A
ut henticator);
menConfi g. Aut henti cati on. Paraneters["zone"] = ;
menConfi g. Aut henti cati on. Par anet er s[ "user Nane"] ="

user nane";
menConfi g. Aut henti cati on. Par anet er s[ "password"] ="
password”;
/] Conplete the follow ng settings based on the nmaxi num nunber of
connections of the instance.
menmConf i g. Socket Pool . M nPool Si ze = 5;
mentConf i g. Socket Pool . MaxPool Si ze 200;
MenCl i ent =new Mentachedd i ent (nenConfi g);

}

}
Dependency
Code:

Mentachedd i ent MenClient = MenCached. getl nstance();

20.3.5.6 C++

You can use a C++ program to connect to the ApsaraDB for Memcache instance.

Download a client

» Client download URL
» About the client

« Client version


https://launchpad.net/libmemcached/1.0/1.0.18/+download/libmemcached-1.0.18.tar.gz
https://launchpad.net/libmemcached
https://launchpad.net/libmemcached/1.0/1.0.18

Environment configuration
1. Download, compile, and install the C++ client.

https://launchpad.net/libmemcached/1.0/1.0.18/+download/libmemcached-1.0.18.tar.gz

2. Run the following command:
tar -xvf libnencached-1.0.18.tar.gz
cd |i bmentached-1.0. 18
./ configure
sudo make install
C++ sample code

1. Download ocs_test.tar.gz.

2. Run the following command:
tar -xvf ocs_test.tar.gz
cd ocs_test

vimocs_test _sanpl el. cpp

3. Set TARGET_HOST to the internal network address of the ApsaraDB for Memcache instance,
USERNAME to the username of your instance, and PASSWORD to the password you set.

4. Run the bui | d. sh command to generate ocs_test. Run the . / ocs_t est command. A
key is written to the ApsaraDB for Memcache instance. Get the key from the ApsaraDB for

Memcache instance and delete it from the instance.
The code of ocs_test sample1.cpp is as follows:

#i ncl ude <i ostreanr

#i ncl ude <string>

#i ncl ude <l i brmenctached/ nmentached. h>
usi ng nanespace std;

#defi ne TARGET_HOST ™"

#defi ne USERNAME "*"

#defi ne PASSWORD "*"

int main(int argc, char *argv[])

{

mencached_st *nment = NULL;

mencached return rc;

menctached_server _st *server;

menc = nencached_creat e( NULL) ;

server = menctached_server _|ist_append(NULL, TARGET_HOST, 11211
,&rc);

/* SASL */
sasl _client _init(NULL);
rc = menctached_set sasl _auth_data(nmenc, USERNAME, PASSWORD);


https://launchpad.net/libmemcached/1.0/1.0.18/+download/libmemcached-1.0.18.tar.gz
https://docs-aliyun.cn-hang